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Chapter 1:

Descriptive Statistics



DEFINITION 1.0.1 (Data)

Data is a collection of information collected by means of experiments, observations or
real life events and stored in a proper format (the word data is derived from a Latin

word ‘datum’).
|

p
DEFINITION 1.0.2 (Statistics)

Statistics is a branch of science deals with collection, organization, presentation,

analysis, interpretation of data and take the appropriate decisions.
|\

7

DEFINITION 1.1.1 (Descriptive Statistics)
Descriptive statistics consist of methods and techniques which are used for presenting
and summarizing data in tables or graph forms and provide some numerical measures

for it.

&

( DEFINITION 1.1.2 (Population)

Population is a set of all things (which have at least one common characteristic (or
feature)) that will be subjected to a study to obtain inferences for a specific problem.

The elements of population are called individuals.
|

DEFINITION 1.1.3 (Sample)

A sample is a subset of population, which is used to collect information and to make

inferences about the entire population.
(.

Ve

DEFINITION 1.1.4 (Inferential Statistics)
Inferential statistics is some methods and techniques that can be used for drawing

conclusions about the entire population using the observations from the samples taken

from that population.

Population

\

Inference

\/

Figure 1.1.1 (Relationship between population and sample)

Sampling



( DEFINITION 1.1.5 (Parameter)

Parameter is a certain quantity or quality for describing a characteristic or

phenomenon in a given population that summarizes the data for the entire population.

.

Ve

DEFINITION 1.1.6 (Statistic)

Statistic is a certain quantity or quality for describing a characteristic or phenomenon

of a sample that summarizes the data for the entire sample.
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e s ~
- 7" L I
—— 2 o ]
SR ) " * /
~\ 4
e - -
v
Parameter Statistic

P
DEFINITION 1.1.7 (Variables)
A variable is a map (or a function) X defined on the population (or sample) and takes

values in an arbitrary set M. That means:
X : Population (or Sample)——— M

This variable measures: A characteristic, feature or factor (that varies from one

individual to another) in the population.




TYPES OF VARIABLES

DEFINITION 1.1.8 (Qualitative or Categorical Variable)

A qualitative variable is a variable that takes non-numeric values or numeric values

which indicate an attribute or property.
| J

DEFINITION 1.1.9 (Quantitative Variable)

A quantitative variable is a variable which takes numerical values, and these numerical

values can be undergoing mathematical operations (or calculation operations), or it has

e measurement unit. .\:3)\/3) i,ﬁ_g\@ (}(ZF\B.) ,LNQ;/, \)_,.‘\_:_5 3}7; Lg_g )

~

DEFINITION 1.1.10 (Discrete Variable)
A discrete variable is a variable which takes finite or infinite countable number of

values.
(. J

DEFINITION 1.1.11 (Continuous Variable)

A continuous variable is a variable which takes uncountable number of values.

Variables According to

the Type of Values
I ]
Qualitative Quantitative
Variables Variables
y
I ]
Continuous Discrete
Variables Variables

v VL VL

Marital status Weight of person Numbers of accidents

Eye colour Distance between the cities Numbers of laptops sold Numbers
Gender Temperature of goals scored Numbers of

Hair colour Income children in a society

Student number



Question 1: Classify each variable as Qualitative or Quantitative.

The answer

The variable that records lengths of rivers in Asia.

The variable that records specializations of teachers.

The variable that records heights of people in Riyadh.

The variable that records colors of flowers in gardens.

Question 1: Classify each variable as Qualitative or Quantitative.

The answer

The variable that records types of taxi cars in KSA.

The variable that records ages of boys in a kindergarten.

The variable that records ID of students in CFY (Common First Year).

The variable that records weights of fruit boxes in a store.

Question 1: Classify each variable as Qualitative or Quantitative.

The answer

The variable that records colors of cars.

The variable that records ID of students.

The variable that records sizes of shoes.

The variable that records numbers of cows in cow farms.

Question 1: Classify each variable as Qualitative or Quantitative.

The answer

The variable that records the time needed to finish manufacturing cars in a factory.

The variable that records colors of flowers in a garden.

The variable that records types of trees.

The variable that records lives of machines.

Question 1: Classify each variable as Qualitative or Quantitative.

The answer

The variable that records types of cars.

Qualitative

The variable that records heights of people in a country.

Quantitative

The variable that records the temperature in classrooms.

Quantitative

The variable that records colors of flowers in a forest.

Qualitative

Question 1: Classify each variable as Qualitative or Quantitative.

The answer

The variable that records skin color of people. Qualitative
The variable that records numbers of animals in forestry. Quantitative
The variable that records clothing sizes of men. Qualitative

The variable that records lengths of revers in the continents.

Quantitative




Question 2: Classify each variable as Continuous or Discrete. The answer

The variable that records heights of children in a school.

The variable that records numbers of schools in KSA cities.

The variable that records colors of pepper in Riyadh markets.

The variable that records the exam completion time for students in KSU.

Question 2: Classify each variable as Continuous or Discrete. The answer

The variable that records ages of students in CFY.

The variable that records temperature of patients in Riyadh hospitals.

The variable that records production time of radios in a factory.

The variable that records types of trees in cities of KSA.

Question 4: Put the right word or symbol in its proper position:

Statistics, Descriptive statistics, Population, Sample, range, Interquartile range, Inferential statistics, Data,
Statistic, Parameter, Proportion, Population.

. is a subset of population which is used to collect information and to make inferences
about the entire population.

L is a numerical characteristics of a population that summarizes the data for the entire
population.

............................... is a collection of information collected by means of experiments, observations or real life
events and stored in a proper format.

THe s of given raw data is defined as the difference between the greatest and smallest values.

Question 4: Put the right word or symbol in its proper position:

discrete variables, continuous variables, statistics, descriptive statistics, inferential statistics, statistic, parameter,
proportion, population .

........................................... is a branch of science deals with collection, organization, presentation, analysis,
interpretation of data and take the appropriate decisions.

A pie chart is a simple way of representing the ... of each class or category of data
on a circular disk, so that each category is allocated a circular sector representing it.

........................................... is a certain quantity or quality for describing a characteristic or phenomenon of a
sample that summarizes the data for the entire sample.

The variables, which take finite or infinite countable number of values, are called .......................................




Frequency table for qualitative data

» EXAMPLE 1.2.1 (Qualitative data): Consider the month of the birth of 25 members of a

community, where we find the following raw data:

June July January December March
March April September ~ August May
May February July February June
June April February November August
January July April June December
The frequency of class R.f fi

The relative frequency of a class = = '
a Y The sum of frequencies 2 fi

The percent frequency of a class = (The relative frequency) x 100% p. f=R-fx100

Month Frequency Relative Frequency Percent Frequency
January 2 2/25 = 0.08 0.08x100 = 8 %
February 3 3/25 = 0.12 0.12x100 = 12 %

March 2 2/25 = 0.08 0.08x100 = 8 %

April 3 3/25 = 0.12 0.12x100 = 12 %
May 2 2/25 = 0.08 0.08x100 = 8 %

June 4 4/25 = 0.16 0.16x100 = 16 %
July 3 3/25 = 0.12 0.12x100 = 12 %

August 2 2/25 = 0.08 0.08x100 = 8 %
September 1 1/25 = 0.04 0.04x100 =4 %
October 0 0/25 =0 0x100 =0 %
November 1 1/25 = 0.04 0.04x100 = 4 %
December 2 2/25 = 0.08 0.08x100 = 8 %

Total  n =21 ] 100%



P EXAMPLE 1.2.5: Consider the blood groups of the 40 persons below.

(@) @) A B A (@) A A A O
B @) B (@) O A @) @) A A
A A AB A B A A O @) A
(@) @) A A A @) A (@) @) AB

Construct the frequency table for the above data.
The Answer: The frequency table for the above example is given as follows:

Table 1.2.3 (Frequency Table for blood group of 40 persons)

Blood group Frequency Relative Frequency Percent Frequency

() 16 0.40 40 %

A 18 0.45 45 %

B 4 0.10 10 %
AB 2 0.05 5%
Total 40 1 100%

Ve

DEFINITION 1.3.1 (Pie chart)
A pie chart is a simple way of representing the proportion of each class or category of
data on a circular disk, so that each category is allocated a circular sector representing

it.

(The relative frequency of the class (2)) x (360) = ... degree

For category (AB) the measure angle is  0.05x 360 = 18 deg
For category (B) the measure angle is 0.10x 360 = 36 deg
For category (A) the measure angle is 0.45 x 360 = 162 deg
For category (O) the measure angle is 0.40 x 360 = 144 deg

Therefore, the pie chart for example 1.2.5 is given as follows:

AB




DEFINITION 1.3.2 (Bar chart)

statement.

A Dbar chart is a representation of data of discrete variable with finite values
(qualitative or quantitative). This is done through vertical or horizontal bars; so that it

draws over each statement a bar with height (or length) equals to the frequency of that

20

15

10

ot

=

(0] A B AB

AB

]
B ]

DEFINITION 1.3.5 (Component, or Stacked bar chart)
Component bar chart is a bar chart, where we can represent each component by a

section in the bar, whose size is proportional to its contribution in the class.

P EXAMPLE 1.3.4: Let us consider the income at a café in a particular week.

In store Income

Day

Table 1.3.3

Take away Income

Total income

(in $) (in $) (in $)
Monday 53 15 68
Tuesday 67 27 94
Wednesday 55 16 71
Thursday 63 25 88
Friday 62 23 85
Saturday 74 49 123
Sunday 85 53 138

The following is the component (Stacked) bar chart for the above data:

Sunday
Saturday
Friday
Thursday
Wednesday
Tuesday

Monday

0

1 1
40 80

[1n store income ($) =] Take away income ($)

10



DEFINITION 1.3.4 (Multiple bar chart)

A multiple bar chart is a bar chart, where we can use it to represent multiple inter

related variables by clustering bars side by side.

» EXAMPLE 1.3.3: To demonstrate a multiple bar chart, consider the following import and
export data in a country.
Table 1.3.2

Year Imports $ (in bi"ions) Exports $ (in bi"ions)

2000 68.15 34.44
2001 76.71 37.33
2002 89.78 37.98
2003 90.95 49.59
2004 92.43 63.35
2005 111.39 78.44

The following is the multiple bar chart for the above data:

= Import (million $)
= Export (million $)

2005 '

2004

—
2003

]
2002

2001

2000

]
0 10 20 30 40 50 60 70 80 90 100 110 120
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» EXAMPLE 1.3.2: In the following table, we consider the changes in income of a company

from January to June.

Table 1.3.1
Month Change in Income
January -4 %
February 14 %
March 6 %
April -10 %
May -4 %
June 5 %

The following is the two-way bar chart for the above data:

June j
I:— May
March | |

February

January

—10 -5 5 10 15

FREQUENCY TABLE (DISCRETE QUANTITATIVE DATA)

» EXAMPLE 1.2.2 (Discrete quantitative data): Consider the number of children in 40

families of a society, where we find the following raw data:

4 1 2 0 2 0 1 2
0 3 0 4 0 1 1 2
3 1 2 4 0 1 0 2
4 0 1 1 2 3 0 4
0 2 0 5 2 3 1 0
Number of Children Frequency Relative Frequency Percent Frequency
0 12 0.300 30 %
1 9 0.225 22.5 %
2 9 0.225 22.5 %
3 4 0.100 10 %
4 5 0.125 125 %
5 1 0.025 25%
Total 40 1 100%

12



P EXAMPLE 1.2.7: We want to see in how many subjects each student failed in the 5th

standard. Therefore, we consider a sample of 40 students. So we find the following data.

N =] O N

2
1
3
1
0

ol =] =]O
— = =N | =
— == O] =

2
0
2
1
2

N | O~ || W

1
1
2
0
2

Then we construct the frequency table for this data as follow:
Table 1.2.4 (Frequency table for 40 students who failed)

No. of subjects in

which student failed Frequency Relative Frequency Percent Frequency

0 8 0.20 20 %
1 18 0.45 45 %
2 12 0.30 30 %
3 2 0.05 5%
Total 40 1 100%

13



Question 6: The following two data sets represent blood groups of 30 boys and 30 girls in kindergarten:

B A ABO O OAA A B O AB A O
Boys "0 A A O A BA O B AB O B AB
G O B AOO B BO A AB A O A O A

B ABBBOA BB A A ABO O B A

a) Complete the following frequency table for the above data, and draw the multiple bar graph for them.

Frequency | Frequency

Blood group for Boys for Girls

A
B
AB

(0]
Total

IS NI TS TN NN I |

Question 6: The following data sets represent grades of 32 students in CFY:

DACBU C CDBADTCIBTCUDUDC B
CcC B ACFOCBDBY FDDBICDBDD

Grades

Complete the following frequency table for the above data, and draw the bar graph for them.

Grade | Frequency | Relative Frequency

14



FREQUENCY DISTRIBUTION TABLE (CONTINUOUS QUANTITATIVE DATA)

Calculate the range (we denote it by R) of the data which is given by the difference

of the greatest z, and the smallest o value of the data. This means:
S
R=2z -z

Determine the number of classes (or categories) k to be formed. Generally, 5-20
categories are good for the analysis. Then the length (or height) of each class (we
denote it by C) is determined by the following relation:

Range+one measuring unite R+ one measuring unite
Length = & & & C= &

No. of classes k

If the length of a class is calculated, using the above formula comes out to be a
fraction value ¢. Then (for easier viewing of classes by data dump) we can take a
value u greater than ¢, or take (if the length of the class is greater than 1) the

smallest integer greater than the fraction as the class length.

The lower limit of the first class limit is the minimum value in the data. The upper
limit of the first class limit is calculated by adding the number (C—1) to the lower
limit of the current class. The lower limit of the next class limit is calculated by
adding 1 to the upper limit of the previous class limit, and we become the upper limit
of this class by adding the number (C—1) to the lower limit of this class. As such,

the rest of the class limits are built.

To make the class boundaries subtract 0.5 unit from the lower limit of each class limit
and add 0.5 unit to the upper limit of each class limit. This means that the length

class C, which is previously calculated is for the class boundaries.

It is common practice to represent the classes in a frequency distribution table of a

continuous quantitative variable by the class midpoint. Class midpoint is the center

Upper limit of the class + Lower limit of the class
2

Class midpoint =

15



» EXAMPLE 1.2.8: In the shopping center recorded sales of traditional accessories for girls,

whose prices are between 1 and 25 SR, we had the following data estimated at SR.

4 1 7 9 12 16 17 7 12 19
22 24 3 2 8 6 13 24 14 11
18 16 23 20 1 2 6 25 15 7
11 12 16 17 21 22 15 17 14 5
7 8 12 13 20 23 13 19 18 12

We will construct the frequency distribution table for this data by using 5 classes.

First, we calculate the range of the given data. Note that we have in that example, the
greatest value is 25 and the smallest value is 1. Therefore, we have:

R=25-1=24

Therefore, the length of class boundary is given by:
C=(24+1)/5=5

Therefore, the length of class limit equalsto C—1=5-1=4.

Asccnding Cumulative

l%‘.'Ias's Class‘ 'C,Ias§ Frequency Relative Less ‘
imit Boundaries Midpoint Frequency than Frequency (ACF) E
1-5 0.5 — 5.5 3 7 0.14 55 T
6-10 55— 10.5 8 9 0.18 105 7+9 =16
11-15 10.5 — 15.5 13 14 0.28 155  7+9 +14 = 30
16 -20 15.5 — 20.5 18 12 0.24 20.5 749 +14+12 = 42
21- 25 205 — 255 23 8 0.16 255 7T+9 +14+12 8 = 50
Total 50 1
Class greater Descending Cumulative

Frequency than Frequency (DCF) @

Boundaries

i

0.5 — 55 7 0.5 50

55— 10.5 9 5.5 50-7 = 43
10.5 — 15.5 14 105  50-9-7 = 34
15.5 — 20.5 12 15,5 50-14-9-7 = 20
20.5 — 255 8 205  50-12-14-9-7 = 8
—— 50

16



P EXAMPLE 1.2.9: Consider the mileage of 40 cars per liter of fuel in a particular city, so we

get the following results:

12 16 15 12 19 17 18 16 14 13
12 20 12 15 16 20 16 15 12 18
16 17 19 15 16 17 15 16 15 14
12 13 14 15 16 17 18 19 20 20

We construct the frequency distribution table for this data in the following manner:

We have the range for the given data equal to R =20-12=38.

Now we determine the number of classes using the following relation:

So the class boundary length equals to C = (8+1)/5 = 1.8. We will take C = 2, Therefore,

the length of class limit equal to C—-1=2-1=1.

k= L3.32210g nJ - L3.32210g 40J =|5.322| =5

Based on the above, we can present the frequency distribution table for the above data in the

following table:

17



Ascending

Cumulative

Descending

Cumulative

l(:.‘Ias‘s Class ‘ C]ase Frequency Relative . .

imit  Boundaries Midpoint Frequency requency requency
12-13  11.56—13.5 12.5 8 0.20 8 40
14-15  13.56—15.5 14.5 10 0.25 18 32
16-17  15.56—17.5 16.5 12 0.30 30 22
18-19 17.5—19.5 18.5 6 0.15 36 10
20-21  19.5-21.5 20.5 4 0.10 40 4
Total 40 1

» EXAMPLE 1.2.10:

percentages frequencies by using the data presented in the previous example 1.2.9.

We have:
Table 1.2.7
Ascendin A di
Class Cumulati\%e Ascending Cumulative s'cen ng
. Frequency . . Cumulative Percentages
Boundaries Relative Frequencies .
FrequencyF; Frequencies
11.5—13.5 8 8 8/40 = 0.20 0.20x 100 = 20
13.5—15.5 10 18 18/40 = 0.45=0.20+0.25 0.45x100 = 45
15.5—17.5 12 30 30/40 = 0.75=0.45+0.30 0.75x100 = 75
17.5—19.5 6 36 36/40 = 0.90=0.75+0.15 0.90x100 = 90
19.5—-21.5 4 40 40/40 = 1.00=0.90+0.10 1.00x100 = 100
Total 40 e

We will construct the cumulative relative and the cumulative

18
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DEFINITION 1.3.6 (Histogram)
A histogram is a graphical display used for data generated by continuous variables. It

is a graph in which class boundaries are marked on the horizontal axis and the
frequencies are marked on a vertical axis, and is constructed by drawing a rectangular
column above each actual category so that its height equals the frequency of that

category.

» EXAMPLE 1.3.5:

Consider the data from Example 1.2.9, where we have:

Class

Boundaries 115 —>135 135 —>155 155> 175 175195 195 > 215 Total

Frequency 8 10 12 6 4 40

Then the histogram for the given data is as follow:

Frequency

= e
o O 0O o

11.5 135 155 17,5 195 215
Class Boundaries

I- Symmetric Histogram:

Unimodal: Histogram with one peak.

Bimodal: Histogram with two peaks.

Multimodal: Histogram with more than two peaks.

Uniform: Histogram with no peaks (all classes have the same frequency).

A

Figure 1.3.7-a (Unimodal Histogram) Figure 1.3.7-b (Bimodal Histogram)

A

Figure 1.3.7-¢ (Multimodal Histogram) Figure 1.3.7-d (Uniform Histogram)

19



Il- Skewed Histogram:

e a
DEFINITION 1.3.7 (Skewedness)

Histograms are called as skewed if they are non-symmetric. In such histograms, bins on
one side have high frequency which decreases as we move to the other side. The side

with lower frequency is said to have a longer tail.

Figure 1.3.8-a (Right Skewed Histogram) Figure 1.3.8-b (Left Skewed Histogram)

e 2

DEFINITION 1.3.8 (Polygon)
The frequency polygon is a polygon which connects with a straight line the points

(z,,f), whereas zand f are the midpoint and the frequency of class boundary 7
respectively, and it closes from the left to the middle of a default class boundary

located before the first class boundary, and from the right to the middle of a default

class boundary located after the last class boundary.

P EXAMPLE 1.3.6: Consider the frequency table of car mileage data from example 1.2.9.

Class Total
Boundaries 115135 1355155 155175 175195 19.5>21.5 'Ot

Frequency 8 10 12 6 4 40

As we can see the class midpoints are 12.5, 14.5, 16.5, 18.5 and 20.5 respectively. We now

construct the frequency polygon for this data.

Frequency
OIS

Class Boundaries

20
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DEFINITION 1.3.9 (Ascending Cumulative Frequency Polygon (ACFP))

The ascending cumulative frequency polygon is a polygon which connects with a

straight line the points (b,F), whereas b and F are the upper bound and the ascending

1

cumulative frequency of class boundary % respectively, and closes from the left to the

beginning of the first class boundary.
| J

The ascending cumulative frequency polygon for the data from Example 1.2.9 is presented in

the following graph.

45
40+
35|
30+
25
20
151
10

51 Class Boundaries

ACF

4 )

DEFINITION 1.3.10 (Descending Cumulative Frequency Polygon (DCFP)):
The descending cumulative frequency polygon (DCFP) is a polygon which connects

with a straight line the points (b,®,), whereas b and ® are the lower bound and the

descending cumulative frequency of class boundary % respectively, and closes from the

right to the end of the last class boundary.
\ J

The descending cumulative frequency polygon for the data from Example 1.2.9 is presented

in the following graph.

45+
40
35
30 ¢
25
20
15
10 +
5 Class Boundaries

ACF

11.5 13,5 155 17.5 19.5 21.5
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Section 1.4

MEASURES OF CENTRAL
TENDENCY AND POSITION

Measure Raw Data Frequency table
_ 1
P X = ;Z?=1 Xi )
ean - k
X=——Xi1fixi
X 1 Z{'c=1 fi =1 fl ¢

First: arrange in increasing First: find ACF
order
o S
Median Xx=L+ 7 xC
X even odd
xn+xn
z 2" Xn+1
2 T2
Mgde The qbservatzon with the =+ _xc
X highest frequency d;—d;

L is the lower limit of the median class boundary,
F is the cumulative frequency of the median class boundary,
f is the frequency of the median class boundary,

C is the class length of the median class boundary.

L is the lower limit of the modal class boundary,

d; is the difference between the frequency of the modal class and the frequency of the
previous class directly,

dy is the difference between the frequency of the modal class and the frequency of the

next class directly,

C is the class length of the modal class boundary.

22



| e Mean:

P EXAMPLE 1.4.1: Calculate the mean of the following data:

20 18 15 15 14 12 11 9 7 6 4 1

According to the definition of the mean, we have:

n

— 1 20+18+15+15+14+12+11+9+7+6+4+1 132
T == le = =———=11
ne 12 12
s a
DEFINITION 1.4.1.b (Mean for Organized Data in a Frequency Table)
We suppose that the data (of a discrete variable) are given by the following Frequency
table:
Table 1.4.1
7 Values Frequency
1 z; h
2 Ty b5
m T, I
Motal = Zfz =n
Then, the mean for these data (we denote it by Z ) is given by the following relation:
— 1 & 1 &
T == j; T, =— f; z,
TR
. J

P EXAMPLE 1.4.2: Let us consider the following data (No. of subjects in which student
failed):
Table 1.4.2

No. of subjects in which

student failed Frequency
1 0 2
: ! 18
° 2 12
m=4 3 5
Total = e 20

The mean of the number of subjects in which students failed is calculated as:

T =

1 iffl? _(0><8)+(1><18)+(2><12)-+—(3><2)_O+18+24+6_4_8_

— S fa = 1.2
= 8+18+12+2 40 40

23



e 3
DEFINITION 1.4.1.c (Mean for Organized Data in a Frequency Distribution Table)

We suppose that the data (of a continuous variable) are given by the following

frequency distribution table:

Table 1.4.3
. Class Class Midpoint | Frequency Ascending Cumulative
l Boundaries z; ]: Frequency (ACF)
1 by — B T A K =4
2 4-b ) ) B=hth
Bl b g — b Tp_q fi1 Fi=h+h+ -+ ha
koo b —b T, b F=L+h+-+]

Total | ——— - | Zf; _________________

Then, the mean for these data (we denote 1t by Z ) 1s given by the following relation:

\ Zfzz::f”

» EXAMPLE 1.4.3 (For Continuous quantitative data): Let us consider the following data

(the mileage of 40 cars per liter of fuel in a particular city):

Table 1.4.4
7 Class Boundaries Class Midpoint Frequency
1 11.5—13.5 12.5 8
2 13.5—15.5 14.5 10
3 15.5—17.5 16.5 12
4 17.56—19.5 18.5
k=5 19.5—21.5 20.5 4
Total ~  —o— 40

The mean of the mileage of the cars is calculated as:

:f_12.5><8+14.5x10+16.5><12+18.5><6+20.5><4 _ 636 150
40 40 )

24
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DEFINITION 1.4.2 (Weighted Mean)

Let z,z,,..,2,be observed values and their weights are w ,w,, ..., w

Ty respectively.

£

Then the weighted mean (it is a mean, and we denote it by Z ) of this data is given by

the following relation:

. J

P EXAMPLE 1.4.4: Consider a student in King Saud University received the following grades

in the first semester:

Courses Grades Credit hours
Mathematics B 4
Statistics A 3
English C 3
Physics C 4

Where grades A =5 B=4, C =3 and D =2 points.

Now to calculate the Grade Point Average (GPA) for this student in this semester we have

Courses Grades Points (x;) Credit Hours (w)) W X;
Mathematics B 4 4 16
Statistics A 5 3 15
English c 3 3 9
Physics C 3 4 12
Total = — —————— —_— 14 52

Then, the Grade Point Average is calculated as:

Advantages of The Mean

e [t is quick and easy to compute.
e All values are considered by calculating the mean.

e [t is one and only one value for a set of data.

Disadvantages of The Mean

e Mean is not defined for qualitative data.
e Since it considers all the observed values, it is highly affected by the extreme values.

e It becomes not applicable if a data is lost.

25



e Median:

DEFINITION 1.4.3 (Median)
Median (we denote it byZ) is that value which divides the data in two halves after

ordering them, in ascending or descending order.

| |

50% 50% I
Median

P EXAMPLE 1.4.6: Calculate the median of the finishing times of 7 bike racers who had
finishing times as:
28 22 26 29 21 23 24

We first arrange them in increasing order:
21,22 ,23,24 /26,28 ,29

» EXAMPLE 1.4.7: Calculate the median of the finishing times of 8 bike racers who had
finishing times as:
28 22 26 29 21 23 24 35
In the similar manner as the above example, we first arrange the data as:
21,22 ,23,24 26,2829 35

fl?l .’L‘2 £E3 5134 il?s .736 ZL’7 .Ts

Te T m otz 24426

T= = 25
2 2 2

26



P EXAMPLE 1.4.8: Consider the following data:

Table 1.4.5-a

No. of subjects in Frequency

Subjects which student failed (Num'ber .of student§ whose
failed in the subject)
English 2 12
Mathematics 1 18
Statistics 0 8
Chemistry 3 2

We arrange the representative values of the data in the given table, so we get the following
frequency table:

No. of subjects in

72 Subjects which student failed Frequency ACF

1 Statistics 0 8 8

2 Mathematics 1 18 8+18 = 26

3 English 2 12 26+12 = 38
m = Chemistry 3 2 38 +2 =40
Totadl 40

e We use the following formula to calculate the median for continuous quantitative data:

154 -(F =)
f

T=1IL+

x C

Where, L is the lower limit of the median class boundary,
F is the cumulative frequency of the median class boundary,
f is the frequency of the median class boundary,

C is the class length of the median class boundary.

27



STAT 101 — KSU - (20 Mar 2021)

» EXAMPLE 1.4.9: We will calculate the median for the data in example 1.4.3.

Table 1.4.6

. Class Class Relative Ascending Cumulative
v Boundaries  Midpoint Frequency Frequency Frequency

1 11.5—13.5 12.5 8 0.20 8

2 13.5—15.5 14.5 10 0.25 18

3 15.5—17.5 16.5 12 0.30 30

4 17.5—19.5 18.5 6 0.15 36

5 19.5—-21.5 20.5 4 0.10 40

Total e 40 | I ——— -

First, we find the median class. In this examplen = 40 , therefore, %z f; = 20. Then, the
median class is 15.5 — 17.5 . So, using the following formula:
p2 h—(F—7)
+ -
f

Where we have, F =30, f =12 and C = 2, then we get:
20 — (30 —12)

T =1L x C

T =155+

x2 =155+ 0.33 = 15.83
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e Mode:

DEFINITION 1.4.4 (The Mode)
The mode (we denote it by Z ) of data is a value or observation, which has the highest

frequency.

CALCULATING THE MODE

P EXAMPLE 1.4.10: We consider the following data that represents grades of 12 students in
an exam:

AA,C A D, A)B,B,C,D,A B
So we find that the mode of this data is A.
» EXAMPLE 1.4.11: The following data represent the time spent in 10 Km race for ten
bicycle runners:

28 22 26 29 21 23 28 28 25 29

If we put this data in a frequency table, then we have:

Table 1.4.7
Finishing Time 21 22 23 25 26 28 29
Frequency 1 1 1 1 1 3 2

For this data, we note that the mode is equal to 28.
P EXAMPLE 1.4.12: Consider the following data representing the age (in years) of 14
students:

12 11 13 14 13 12 11
12 13 12 12 13 14 13

The ages 12 and 13 in this example have the highest frequency. Hence the variable is said to
be bimodal. i.e. having two modes 12 and 13.

P EXAMPLE 1.4.14: The finishing times of 7 bike racers who had finishing times as:
28 22 26 29 21 23 24

If we put this data in a frequency table, then we have:

Table 1.4.8
Finishing Time 21 22 23 24 26 28 29
Frequency 1 1 1 1 1 1 1

In this example we note that all data have the same frequency 1. Therefore, the given data

have no mode.
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» EXAMPLE 1.4.15: The following table represents marks (out of 10) obtained by 20 students:

Table 1.4.10
Marks (out of 10) Frequency Marks (out of 10) Frequency
2 1 6 3
3 2 7 3
4 3 9 4
5 2 10 2

So, we note that the mode of the marks obtained by students is 9.
P EXAMPLE 1.4.16: We consider the data in example 1.2.5 (the data about the blood group

of 40 persons), which we can display in the following table:

Table 1.4.11

Blood group O A B AB
Frequency 16 18 4 2

Then we find that the mode of the blood group is A.

For Organized Data in a Frequency Distribution Table (data of a continuous variable):

A & d;

T=L+—1—C
4 +d

Where, L is the lower limit of the modal class boundary,

d, is the difference between the frequency of the modal class and the frequency of the

previous class directly,

dy is the difference between the frequency of the modal class and the frequency of the

next class directly,

C is the class length of the modal class boundary.

P EXAMPLE 1.4.17: Consider the time taken by 24 persons in a certain run race.
Table 1.4.12

Seconds Class Boundaries Frequency
1 50.5—55.5 2
2 55.5—60.5 7
3 60.5—65.5 8
4 4
5 3

65.56—70.5
70.5—75.5

We note that then the class which has frequency greater than the frequency of the previous

and subsequent classes directly is the third class, and this class is unique. Therefore, the

modal class for the given table is the class 60.5-65.5. So, we have:

£:E+LC:6O.5+ 87 x5 =615
d, + d, (8—7)+ (8 —4)
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» EXAMPLE 1.4.18: The minutes spent per week by the teenagers in watching movies are
given by the following table:

Table 1.4.13

Number of Minutes Number of
per week Teenagers

0—90 26

90 — 180 32

180 — 270 65

270 — 360 75

360 — 450 60

450 — 540 42

Total 300

Then we find the class modal for the above data is 270—360 because it has the highest

frequency 75. Therefore, we have:

i’:fl+LC=270+ 10 90 =306
10 + 15

d +dy
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THE RELATIONSHIPS AMONG THE MEAN, MEDIAN AND MODE

I} 1 1l 1 1l

20

15

10

Ll

1 2 3 4 5

Figure 1.4.2 (A symmetric distribution with mode = mean = median = 3)

16 | | | ! |

1 2 3 4 5 6

Figure 1.4.3 (A left skewed distribution with mode greater than median greater than mean)

16 | | | |

Figure 1.4.4 (A right skewed distribution with mean greater than median greater than mode)

In general, we can explain the relationship among the three measures of central tendency

using the following graphs.

Frequency

Frequency

f L Variable

Mode Median Mean

f

Variable

Mean = median = mode

Frequency

j ? L Variabl;

Mean Median Mode

Figure 1.4.5 (The relationship among the three measures of tendency)
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" DEFINITION 1.4.5 (Percentiles)

The percentiles (denoted by P, ,P, ,...andP,, ) of a variable divide the ordered
observed values into 100 equal parts. Median is the 50" percentile and it divides
ordered data into two equal halves. The percentile P, divides the ordered observed data
into 1% from bottom and 99% from top. Similarly, any ;" percentile, P, divides the
ordered observed value into two parts such that ;7 % observed values are below this
value and (100 - j) % observed values are above this value. The following graph
explains the concept of percentiles.

Voo by

1% | 1% | 1% 1% | 1% 1%I
Py P, P Pg7  Pgg  Pgg

Figure 1.4.6 (The concept of percentiles)

|\ J

How can we calculate the percentiles?

Let z;, z,, .., z, be arranged data. Then:
e We calculate the rank of 7" percentile (we denote it by p,.) by the following relation:

r(n+1)

100
e The 7" percentile P, can be calculated by the following relation:

p, =

P. = +s(z,q — ) rr=1,2,...,99

Where £ is the integer part of p_, and the number sis the rest of p, .

» EXAMPLE 1.4.19: Calculate the 35™ percentile of the data given below.
40 51 92 10 36 60 70 36 36 40
80 39 53 56 60 60 70 72 88 92
50 92 20 70 38 95 56 60 88 70

Solution: We first arrange the data in the increasing (or ascending) order as follows:
10 20 36 36 36 38 39 40 40 50
51 53 56 56 60 60 60 60 70 70
70 70 72 80 88 88 92 92 92 95
r(n+1) 35 (30 +1)

Here we have n = 30. So pgs = 100 = 100 = 10.85

Also we have £ = 10 and s = 0.85. Therefore, we become that:
P35 = 2 +5(2), 1 — 3) = 219 +0.85(2; —219)
= 50 + 0.85(51 — 50) = 50.85
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DEFINITION 1.4.6 (Deciles)

The deciles (denoted by D, , ~.and Dy ) divide the ordered data into 10 equal

2 -
parts. D, is the 10" percentile; D, is 20™ percentile and so on till D, which is the 90™
percentile. The following graph explains the concept of deciles.

2 N N T T T T T

‘10% 10% | 10% | 10% | 10% | 10% | 10% | 10% | 10% 10%'

Figure 1.4.7 (The concept of deciles)

. J

How can we calculate the deciles?

7

e We calculate the rank of " decile, whose denoted by d., and is calculated by the

Let z;, 7y, .., z, be arranged data. Then:

following relation:

r(n+1
dr:—( ) cr=1
10

e The 7" decile D,. can be calculated by the following relation:

2,...,9

7 72°°%

D, =z, +s(2p,q —7p) r=1,2,...9

Where k is the integer part of d., and the number sis the rest of d_.

7

For example, refer to the example 1.4.19 we calculate the sixth decile. We have n = 30. So,
r(n-+1 6 (30 +1
(i) 6GOEY

d
6 10 10

Also we have £ = 18 and s = 0.6. Therefore, we become that:

Dg =z +s(z, 1 — x;) = 23 + 0.6(z9 — 715) = 60 + 0.6(70 — 60) = 66
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( DEFINITION 1.4.7 (Quartiles)
The Quartiles (denoted by @, ,Q, and @y ) divide the ordered data into 4 equal

parts. The first quartile @, is 25 percentile, the second quartile @, is 50™ percentile
which is also the median of the data and the third quartile @; is 75™ percentile. The

following graph explains the concept of quartiles.
{ { } }
’ 25% ‘ 25% ‘ 25% ‘ 25% I
04 2> 03
Figure 1.4.8 (The concept of quartiles)

&

How can we calculate the quartiles?
Let z;, ,, .., 7, be arranged data. Then:

e We calculate the rank of 7" quartile, whose denoted by q, , and is calculated by the
following relation:
r(n+1)

r=1,2,3
4

7

q, =

e The 7" quartile @, can be calculated by the following relation:
Qr =z, +s(z 1 —73) r=1,2,3
Where £ is the integer part of ¢, , and the number s is the rest of g, .
For example, refer to the example above we calculate the first quartile. We have n = 30. So,

r(n+1) B (30 +1)
7 —

=17.75

q =

Also we have k = 7 and s = 0.75. Therefore, we become that:
Q =1z, +s(xpq —7) = 27 +0.75(zg — 77)
— 39 + 0.75(40 — 39) = 39.75

35



P EXAMPLE 1.4.20: Find the quartiles for the data given below:

28 22 26 29 21 23 24
We first arrange the data in the increasing order as follows:

21 22 23 24 26 28 29
Then:
r(n+1) (7+1)
s 4
Also we have k = 2 and s = 0. Therefore, we become that:

For @, we have the rank ¢; =

r(n+1) 2(7+1)
For @, (the median) we have the rank ¢, = 1 = 1 =4

Also we have £k = 4 and s = 0. Therefore, we become that:

G = o +8(2pq —2p) = 74 = 24

r(n+1) 3(7+1)
For @4 we have the rank ¢ = 1 = 1 =6

Also we have £k = 6 and s = 0. Therefore, we become that:
Q3 = 2y + (24 — ;) = 25 = 28
P EXAMPLE 1.4.21: Find the quartiles of the data given below:
39 40 41 56 7 8 15 36

We first arrange the data in the increasing order as follows:
7 8 15 36 39 40 41 56

In a similar way to the above we find:
q =225 = @ =8+025(15-8)=9.75

gy =45 = Q, =36 +0.5(39—36) =375
g3 = 6.75 = Qg = 40 + 0.75(41 — 40) = 40.75
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DEFINITION 1.4.8 (Extreme Value)

We say that a value z of given data is said to be extreme if one of the following
relations is realizing:
z < LF = Q;—15(Q3— Q) [LF is the abbreviation of “Lower Fence”]

or

x> HF = Q4+ 1.5(Q3— Q) [HF is the abbreviation of “Higher Fence”]

\ J

» EXAMPLE 1.4.22: Refer to the example 1.4.21, we find:
Q,— 1.5(Qz— Q) = 9.75 — 1.5(40.75 — 9.75) = —36.75

Q3+ 1.5(Qg— Q) = 40.75 4 1.5(40.75 — 9.75) = 87.25

So, the given data haven't an extreme value.

s 2

DEFINITION 1.4.9 (Five Numbers)

Five Numbers are a summary of the variable data which includes the below mentioned
five characteristics:

Smallestsvalue, Q., », @ and Largets Salue

| J

The five numbers summary for example 1.4.21 is given by 7, 9.75, 37.5, 40.75 and 56.

DEFINITION 1.4.10 (Box Plot)
The box plot of given data is the graphical representation of its five numbers summary.

End of Left Whisker End of Right Whisker
0 O 03 \ Extreme Value
.
[ ]

LE X HF X%

The box plot for the data given in Example 1.4.21 with five numbers summary are 7, 9.75,

37.5,40.75 and 56 is given below

| 1 1
5 10 15 20 25 30 35 40 45 50 55 60

The following graph represents three different sets of data displaying the symmetric and the

skewed distribution of data.

Left - Skewed Symmetric Right - Skewed
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(11.5 marks)
Question 8: Let 5,13 ,8,6, 10,6 be data of a sample. Then:

a) Calculate the mean for the given data.

h) Draw the box plot for the given data and determine the five numbers.

B e —ttt
123456789101112131415161
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(11.5 marks)
Question 8: Let 8, =1 ,7,7.8,5.15 be data of a sample. Then:

a) Calculate the mean for the given data.

For L eeeteeteeeeseeeeeeseesesseesessessesseesessessessessestessessessessestessesesstssessessessessessessestessessessesesseesesstesesessestestestensenseseeseseeneeseeseesenneraensensenen
or Q3

I e ! — — [T TR R R I §
T N S — 1 | — 1 | R — | A R S — | R
4 3 2 1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
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Question 3: Determine whether of the following statements is 7rue or False. The answer

The range of data is sensitive to extreme values.

The interquartile range is the best measure for dispersion.

If the mean of 8, 3, x,x+4, 5,10 is 8, then x=8.

If some data are missing, then we can always use the median.

Question 3: Determine whether of the following statements is 7rue or False. The answer

Always the value of mean for raw data equals to

the value of mean for grouped data.

Always we can use the median as measure of ten

dency.

If the median of the ordered data -3, 5, 6, x, x+1

,x+3, 11,15,16 1s 7.5, then x=7.

When we have extreme values, then the interquartile range is an appropriate measure for

the dispersion.

Question 5: Put L= at the correct answer.

The data 3, 3, 3, 3, 3, 3, 3, 3.

Have no standard deviation.

Have standard deviation equal to 1.

Have standard deviation equal to 0.

Data with the histogram

Have two modes.

Have one mode.

Have three modes.

Question 5: Put L—"" at the correct answer.

If we have the ordered data:

Then we can calculate the interquartile range.

5,05,7,2, 4,2, 45,2, 7, 9, 11, 51

Then we cannot calculate the interquartile range.

we cannot draw the box plot of this data.

If we have Q2 = Q3 for data, then

we can draw the box plot of this data.

the distribution of data is left skewed.

If we have T < Z < Z for continuous data, then

the distribution of data is right skewed.

these data sets have the same mean.

If two data sets have the same variance, then

it is possible to have these data sets the same mean.
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Question 7: If we have data with the following histogram:

Then:

a) Complete the following frequency distribution table for the given data in the previous figure:

PN S R P T

15

6.5

15

16.5

215

26.5

Class Limit

Class Boundaries

Midpoint

Frequency

Relative
Frequency

Percentage
%

A.CF.

Total

b) Calculate the median for the given data.

Question 7: If we have data with the following ACFP:

Then:

a) Complete the following frequency distribution table for the given data in the previous figure:

ACF

R AT g R

2.5

5.5

8.5

11.5

T
14.5

T
17.5

Class Boundaries

Class Limit

Class Boundaries

Midpoint

Frequency

Relative
Frequency

Percentage
%

A.C.F.

Total

b) Calculate the mode(s) for the given data.

¢) Calculate the range for the given data.
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Question 5: Consider data given by the following ascending cumulative frequency polygon (ACFP):

ACF
@ -
P 3
o
® 3
P
P :
%
P 3
AD 3
$
0 3 ] T T T T T T T T T T T
1 6 " 16 21 26 Class Boundaries
Then:
a) Complete the following frequency distribution table for the above ACFP.
Class Limit Class . Midpoint | Frequency Relative Percentage ACF
Boundaries * | Frequency Frequency
Sum

b) How many modes have the given data in the above frequency distribution table. Calculate them (or it).

d) Draw the histogram of the above frequency distribution table.
® -

A5

A8 4
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Section 1.5

MEASURES OF VARIABILITY

Measure Raw Data Frequency table
2_ 1 \n )
Variance U= Zi=(x; — X) 1
2 §2 = —— 3k fi(x; —%)?
S (Zl_c fo)-1 i=1Ji\Ai
N2 1 n =171
(unit) §%= y— [n X x? — (B x)?]
Standard
devz;mon S—+4 \/ﬁ S= 4 \/ﬁ
(unit)
. . st _ . . h
Range Mascimum - Minimum Midpoint 1 clcflz SSMldpomt of K
R
(unit) R =x; — x4 R=x,—x
Interquartile
range IQR = Q3 — IQR = Q3 — Q1
IQR
Coefficient of < <
variation CV = 2 X 100% CV = 2 X 100%
cv

DEFINITION 1.5.10 (z-scores)
Let z;,z,,....,7, be raw data with mean T and standard deviation S > 0. Then the

standard score of a value z; for some i (Zscores and one denotes it byz, ) of data

converts the data in such manner that the resultant data have a mean 0 and a
standard deviation 1. The following formula is used to calculate the standard score of a

data:

43



Ve

DEFINITION 1.5.1 (Variance for raw data)

Let z;,7,,....,z, be raw data with meanZ and n > 2. Then the variance of this data

(one denote it by S?) is given by the following relation:

n

8 = (o T

n—-li

&

P
DEFINITION 1.5.2 (Standard Deviation)
The standard deviation (one denotes it by S ) is the positive square root of the variance

and calculated by the following relation:

s — +s?

Smaller standard deviation

Larger standard deviation —i
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P EXAMPLE 1.5.1: Let 2, 3, 6, 8, 10, 13 and 14 be given data. Then the mean of this data is:
2+3+6+8+10+13+14 56

T = 8
7 7

Variable Squared Variable Deviation from mean Squared Deviation
values values (1:1 - f) <Iz _ f)Q

2 4 29 _8—_6 36

3 -5 25

6 36 ) 4

8 64 0

10 100 2 4

13 169 5 25

14 196 6 36

o

7
> (@; —7)* =130
=1

2
~ (53_) ] - %(578 —448) = %(130) = 21.667

And then we have S = ++21.667 = 4.65.
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DEFINITION 1.5.3 (Variance for grouped data in a frequency table)
We suppose that the data are given by the Frequency table 1.4.1. Then, the variance

for these data is given by the following relation:

9 1 “ =\V”
§ =D fi(% —T)
i=1

>oh|-1
i=1
. J
P EXAMPLE 1.5.2: Let us consider the following data:
Table 1.5.2
7 Subjects Frequency
1 2 6
2 5 10
3 7 16
4 12 8
Total 40

The mean of the data for the above table is calculated as:

1 & C(6x2)+(10x5) + (16 x 7) + (8 x 12)
TEshnT 10

=1

_12+50+112+96 270 6.75
40 0

We calculate the variance by the following relation:
1 - 2
2 —
o “(m Z ki ($z . x)
=1
24|~
1=1

6(2—6.752 +10(5 — 6.75)> +16(7 — 6.75)*> +8(12 — 6.75)> 3875
B 39 B

=9.94

Therefore, the standard deviation becomes that:

S = —H/? = 4+v9.94 =3.15

46



, 2

DEFINITION 1.5.4 (Variance for grouped data in a frequency distribution table)
We suppose that the data are given by the Frequency table 1.4.3. Then, the variance

for these data is given by the following relation:

2ol S i(e -2

m
i=1

S f|-1

=1

.

P EXAMPLE 1.5.3: Let us consider the following frequency distribution table:

Table 1.5.3
Class boundary Midpoint  Frequency
4—10 7 8
10 — 16 13 10
16 — 22 19 18
22 — 28 25 12
28 — 34 31 2
Total 50

The mean of the data for the above table is calculated as:

1 ijfz Z:(8><7)+(10><13)+(18><19)+(12><25)+(2><31)

. T,
P 50

56+ 130 + 342 4 300 + 62 890
50 50

xr =

=178

We calculate the variance by the following relation.
1 = 2
2 o —
s “(m ) Zfz (‘Tz - :17)
=1
>oh|-1
1=1

8(7—178)* +10(13 —17.8)%> +18(19 — 17.8)* +12(25 — 17.8)> + 2(31 — 17.8)°
N 49

_ 2160 _ 4408
49

Therefore, the standard deviation becomes that:

S = 4+VS2 = 1/44.08 = 6.64
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DEFINITION 1.5.5 (Range for raw data)

We have introduced the definition of the range earlier when building a frequency
distribution table, were we had R = r, — z,. Whereas z; is the greatest value of data,

and T is the smallest value of data.
|\

p
DEFINITION 1.5.6 (Range for organized data in a frequency table)

We suppose that the data are given by the Frequency table 1.4.1. Then, the range for

these data is given by the following relation:
R =z, — %

Where z,, is the value of the last subject, and z; is the first subject in the frequency

table.

&

P EXAMPLE 1.5.4: Let us consider the following data:

Table 1.5.4

7 Subjects Frequency

1 2 4

2 5 10

3 7 16
m=4 12 8
Total = 38

The range of the number of subjects is calculated as:

R=z,6 —2,=12-2=10
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DEFINITION 1.5.7 (Range for grouped data)
We conceder grouped data in a frequency distribution table as in Table 1.4.3. Then,

the range is defined as follow:
R=1z —2z
Where z;, is the middle point of last class, and z; is the middle point of the first class.
\ J
» EXAMPLES 1.5.5:
1. We conceder the following sets of data:
X:4 8 7, 3, 5, 10, 24, 5
Y:10,7,9,11,11,8,9, 7

Then we find the range:
For data (X) equal to Ry =2, —z, = 24 — 3 = 21.
For data (Y) equalto Ry, = 2, —2, =11 -7 = 4.

e )\
DEFINITION 1.5.8 (Interquartile Range)
The Interquartile Range (one denotes it by IQR) of given data is defined as the

difference between the third quartile and the first quartile.
IQR = Q; — @

. J

IQR approximately gives us the range of the middle 50% of the observed values and hence it

is also sometimes called as mid-spread.

P Example 1.5.6: Find the Interquartile range of the data given in Example 1.4.20.

Solution: In the example 1.4.20 we calculated the quartiles of the given data which were as
Q= 22, ), = 24 and @); = 28. Therefore, we get that:

DEFINITION 1.5.9 (Coefficient of Variation)
Let z,z,,....,2, be raw data with mean Z = 0 and standard deviation S . Then the

coefficient of variation (we denote it by C'V') is calculated as:

S
T

| S/

The coefficient of variation is a useful measure of variation to compare between sets of data

with different units (measures).
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DEFINITION 1.5.10 (z-scores)
Let z;,z,,....,x, be raw data with mean Z and standard deviation S > 0. Then the

standard score of a value z; for some i (Z-scores and one denotes it byz_ ) of data

converts the data in such manner that the resultant data have a mean 0 and a

standard deviation 1. The following formula is used to calculate the standard score of a

data:

(&

P EXAMPLE 1.5.7: Let 2, 5, 3, 3, 7 be given data. Then to calculate the z - scores for this

data we must calculate the mean and the standard deviation of data. We find * = 4 and

S = 2.50 we get:

- 2—4 =2 - b—4
S 2 2 S 2 2
- 3-4 -1 - 7-4 3
S 2 2 S 2 2
: ) 1 -1-13 . —
Thus we find that the standardized values —1,5,7,7,— have mean (we denote it by 2 ):
- —14+05-05-05+15 0
5 _ ==-=0
) b}
And variance (we denote it by SZ):
$ - L3 -2
2 n—1¢ !
=1
C(=1-02 + (05— 002+ (~0.5 - 0)2 + (0.5 — 0> + (1.5 — 0)
4

Therefore, we get:

;%:+ﬁ%=+ﬁ:1
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» EXAMPLE 1.5.8: Let 2, 5,7, 7,8,9,9,9 7and 0,0, 1, 5, 1,5, 7, 9, 3, 4 be degrees of
students in two classes A and B respectively. Now let's see which of the students having 5,
are the best in terms of level.

For this, we calculate the z-score for both students. To calculate the z - scores we must

calculate the mean and the standard deviation for the two sets of data.

Wefind zy =7,5, =229, Tz = 3.5 and Sz = 3.06. So we get:

x—CL‘A

Therefore, we find 25 4 < 25 5. This means that the student who has 5 in class B has a best

level than the student who has 5 in class A.

THE EMPIRICAL RULE

If a data set has an approximately bell-shaped relative frequency histogram,
1. Approximately 68.2% of the data lie within one standard deviation of the mean, that

is, in the interval with endpoints = £ 5.

2. Approximately 95.4% of the data lie within two standard deviations of the mean, that

is, in the interval with endpoints z 4 25

3. Approximately 99.7% of the data lies within three standard deviations of the mean,

that is, in the interval with endpoints = 4 35 .

The following graph illustrates the concept of the empirical rule.

99.7 %

~ 954 % ———

~—68.2 % —>

34.1% | 34.1% 215%
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P EXAMPLE 1.5.9: Scores of some tests (as IQ test) have a bell-shaped distribution with
mean p = 100and standard deviationS = 10. Discuss what the Empirical Rule implies

concerning individuals with scores of 110, 120, and 130.

Solution: The Empirical Rule states that:
1. Approximately 68.2% of the IQ) scores in the population lie between 90 and 110,

2. Approximately 95.4% of the IQ) scores in the population lie between 80 and 120, and,
3. Approximately 99.7% of the IQ) scores in the population lie between 70 and 130.

» EXAMPLE 1.5.10: We will assume that apartment's prices in a certain Saudi city have a
bell-shaped with mean 500000 (in S.R.) and standard deviation 100000. We will determine
the price range for which at least 95.4% of the houses will sell.

The empirical rule states that 95.4% of the data values will fall within 2 standard deviations

of the mean. Thus,

(z-257+29) = (500000 — 2% 100000, 500000 + 2 x 1000000)
— (300000, 700000)

Hence, at least 95.4% of all apartments sold will have a price range from SR 300000 to SR
700000.
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DEFINITION 1.0.1 (Data)
Data is a collection of information collected by means of experiments, observations or
real life events and stored in a proper format (the word data is derived from a Latin

word ‘datum’).

DEFINITION 1.3.4 (Multiple bar chart)

A multiple bar chart is a bar chart, where we can use it to represent multiple inter

related variables by clustering bars side by side.

DEFINITION 1.0.2 (Statistics)
Statistics is a branch of science deals with collection, organization, presentation,

analysis, interpretation of data and take the appropriate decisions.

DEFINITION 1.3.5 (Component, or Stacked bar chart)

Component bar chart is a bar chart, where we can represent each component by a

section in the bar, whose size is proportional to its contribution in the class.

DEFINITION 1.1.1 (Descriptive Statistics)
Descriptive statistics consist of methods and techniques which are used for presenting
and summarizing data in tables or graph forms and provide some numerical measures

for it.

DEFINITION 1.1.2 (Population)
Population is a set of all things (which have at least one common characteristic (or
feature)) that will be subjected to a study to obtain inferences for a specific problem.

The elements of population are called individuals.

DEFINITION 1.3.6 (Histogram)

A histogram is a graphical display used for data generated by continuous variables. It
is a graph in which class boundaries are marked on the horizontal axis and the
frequencies are marked on a vertical axis, and is constructed by drawing a rectangular
column above each actual category so that its height equals the frequency of that

category.

DEFINITION 1.1.3 (Sample)

A sample is a subset of population, which is used to collect information and to make

inferences about the entire population.

DEFINITION 1.3.7 (Skewedness)
Histograms are called as skewed if they are non-symmetric. In such histograms, bins on

one side have high frequency which decreases as we move to the other side. The side

with lower frequency is said to have a longer tail.

DEFINITION 1.1.4 (Inferential Statistics)
Inferential statistics is some methods and techniques that can be used for drawing
conclusions about the entire population using the observations from the samples taken

from that population.

DEFINITION 1.1.5 (Parameter)

Parameter is a certain quantity or quality for describing a characteristic or

phenomenon in a given population that summarizes the data for the entire population.

DEFINITION 1.3.8 (Polygon)
The frequency polygon is a polygon which connects with a straight line the points

(z,,f), whereas zand f are the midpoint and the frequency of class boundary i
respectively, and it closes from the left to the middle of a default class boundary
located before the first class boundary, and from the right to the middle of a default

class boundary located after the last class boundary.

DEFINITION 1.1.6 (Statistic)
Statistic is a certain quantity or quality for describing a characteristic or phenomenon

of a sample that summarizes the data for the entire sample.

DEFINITION 1.3.10 (Descending Cumulative Frequency Polygon (DCFP)):
The descending cumulative frequency polygon (DCFP) is a polygon which connects

with a straight line the points (b,®,), whereas b and ®, are the lower bound and the
descending cumulative frequency of class boundary % respectively, and closes from the

right to the end of the last class boundary.

DEFINITION 1.1.7 (Variables)

A variable is a map (or a function) X defined on the population (or sample) and takes

values in an arbitrary set M. That means:
X : Population (or Sample)——— M

This variable measures: A characteristic, feature or factor (that varies from one

individual to another) in the population.

DEFINITION 1.1.8 (Qualitative or Categorical Variable)
A qualitative variable is a variable that takes non-numeric values or numeric values

which indicate an attribute or property.

Advantages of The Mean
e It is quick and easy to compute.
e All values are considered by calculating the mean.

e Tt is one and only one value for a set of data.

Disadvantages of The Mean
e Mean is not defined for qualitative data.
® Since it considers all the observed values, it is highly affected by the extreme values.

e It becomes not applicable if a data is lost.

DEFINITION 1.1.9 (Quantitative Variable)
A quantitative variable is a variable which takes numerical values, and these numerical

values can be undergoing mathematical operations (or calculation operations), or it has

AIND L\ QU ) 5, N 2, gt

a measurement unit.

DEFINITION 1.4.3 (Median)
Median (we denote it byZ) is that value which divides the data in two halves after

ordering them, in ascending or descending order.

DEFINITION 1.1.10 (Discrete Variable)
A discrete variable is a variable which takes finite or infinite countable number of

values.

DEFINITION 1.1.11 (Continuous Variable)
A continuous variable is a variable which takes uncountable number of values.

Advantages of The Median

e It is easy to compute and understand.

o Tt is not affected by outliers or extreme values.

o It can be used even if you loss some data (known argument) that is not in the middle.
Disadvantages of The Median

o It does not take all values into account.

e It is not used in many statistical tests.

e It cannot be identified for qualitative data

DEFINITION 1.3.1 (Pie chart)

A pie chart is a simple way of representing the proportion of each class or category of
data on a circular disk, so that each category is allocated a circular sector representing
it.

DEFINITION 1.4.4 (The Mode)
The mode (we denote it by Z ) of data is a value or observation, which has the highest

frequency.

DEFINITION 1.3.2 (Bar chart)
A bar chart is a representation of data of discrete variable with finite values
(qualitative or quantitative). This is done through vertical or horizontal bars; so that it
draws over each statement a bar with height (or length) equals to the frequency of that

statement .

Advantages of The Mode
e It is quick and easy to compute.

e It can be evaluated for both quantitative and qualitative data.

® Tt is not affected by extreme values.

Disadvantages of The Mode
* There may be more than one mode for a certain data set.
* Sometimes, there is no mode for a given data set.

o It may not reflect the center of the distribution very well




DEFINITION 1.4.8 (Extreme Value)
We say that a value z of given data is said to be extreme if one of the following
relations is realizing:
7 < LF = Q;—15(Q3— Q) [LFis the abbreviation of “Lower Fence”]
or

> HF = Qg+ 1.5(Q3— Q,) [HF is the abbreviation of “Higher Fence”|

DEFINITION 1.4.9 (Five Numbers)
Five Numbers are a summary of the variable data which includes the below mentioned
five characteristics:

Sma.]l(sxt“va.luc, @, @, @ and Largets Yalue

DEFINITION 1.4.10 (Box Plot)
The box plot of given data is the graphical representation of its five numbers summary.
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Chapter 2:
Probability



DEFINITION 2.1.2 (Permutations)

Any an arrangement of r distinct objects, from a set of n € N different objects called

permutation.

nPr=——— 0<r<n
(n—r)!

» EXAMPLE 2.1.2 How many ways one can arrange in order any three of the 8 letters of the
alphabet I, m, 0, p, q, 7, s, t .

Solution: The permutation formula gives:

8! 8! 8xT7x6x(b!)
T ®8-3)! 5 51

=8 x7x6=336.

DEFINITION 2.1.3 (Combinations)

Any an unordered group of r distinct objects, from a set of n different objects is called
combination. We use the notation nCr to represent the total number of different

combinations of size r that can be selected from n distinct objects and read as

"n chosen 7".

n!

nCr =

0<r<n
r! (n—r)!

P EXAMPLE 2.1.4 How many different unordered groups of any three of the six letters I, m,
n, o, pand q?
Solution: With n = 6 and r = 3, one has:
6! 6x5x4x(3!)
T3 (6-3)1  3x2x(3)

6C'3

g 1\

DEFINITION 2.1.4 (Cardinal Number of a Set)

Let € be a given set, then [Q2| denote the number of all elements in €2, and this number

is called the cardinal number of 2.
| J

e a
DEFINITION 2.2.1 (Probability Science)

Probability Science is a branch of mathematics that deals with theoretical

mathematical models of random experiments.
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DEFINITION 2.2.2 (Space of Elementary Events)

Suppose that we have a random experiment. Then the set of all possible results of this

random experiment is called the space of elementary events, and denoted by 2.

Ve

o

DEFINITION 2.2.3 (Discrete Space)

If a space of elementary events €) is either finite or countable infinite, then it is called

a discrete space.

|

p
DEFINITION 2.2.4 (Continuous Space)

If the space of elementary events {2 consists uncountable number of outcomes, then it

is called a continuous space.

“

-

DEFINITION 2.2.5 (Algebra of Events)
Suppose that we have a random experiment with a space of elementary events .

Then a collection < of subset of € is said to be an algebra on € if and only if the
following condition are verified:

1. Q eorf.

2. For any two elements A and B € & . Then AUB € <t .

3. For any element A€ <f . Then Aecof.

(

\

DEFINITION 2.2.6 (Simple Event and Compound Event)
An event A is said to be a simple event if contains only one elementary event (one

outcome).

An event A is said to be a compound event if contains at least two elementary events

(at least two outcomes).

r

DEFINITION 2.2.7 (Impossible Event)
For an event A € of we know that it is impossible an outcome of the experiment
belong to AN A . Therefore, the event A A is called an impossible event, and since in

set theory A1 A = @, so one denotes the impossible event by @ also.

DEFINITION 2.2.8 (Certain Event)

For an event A € of we know that it is surely an outcome of the experiment belongs
toAU A. Therefore, the event AU A is called a certain event, and since in set theory

AU A = Q, so one denotes the certain event by € also.
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DEFINITION 2.2.9 (Mutually Exclusive Events)

Two events A and B of «<f are mutually exclusive if they cannot occur at the same

time.

A B
AUB
Q
A B
Q
14— @
Q
ANB A B
A\B
Q
(AnB)U (AN B) A B
AAB
Q
A B
ANB=¢ Q
Q
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DEFINITION 2.2.10 (Pair Wise Mutually Exclusive Event)

Events A, A,, A;,... of &f are said to be pair wise mutually exclusive if:

ANA=2 Vi=zj

|

DEFINITION 2.3.1 (Probability)

Probability is a numerical measure of the likelihood that a specific event will occur.
.

DEFINITION 2.3.2 (Relative Frequency of Event)

If n(A) represents the number of times (trials) that event A occurs among N trials of a

. . A .
given experiment, then f, = n(4) represents the relative frequency of occurrence of A

N

on these trials.
\

( DEFINITION 2.3.3 (Probability Measure)

Let € be a space of elementary events of a random experiment, and <f C 2 “isa o-
algebra on 2. Furthermore, we suppose that Pa real set function on «<f with the
following properties:

a. We have P(2)=0.
b. For any sequence A, A4,,...,4 ,... € of with A A, =2, then:

1= J

Ai] =§:1P(4)

P

2

L8

c. Wehave P(Q)=1.

Then one say that P a probability measure (or a probability function).
\

p
THEOREM 2.3.1
For a random experiment with probability space [, <, P], then:

a. For any event A of < we have P(Z)=1 — P(A).
b. For any two events A and B of s with A C B, we get P(B\ A)= P(B) — P(4).

c. For any two events A and B of of with AC B, then P(A)< P(B)

(monotonicity property of the measure P).

(=9

. For any event A of o follows from the monotonicity property that:

P(@) = 0 < P(A)<1= P(Q)
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THEOREM 2.3.2
Let [Q, &f, P] is a probability space of a random experiment. Now, if € is finite (we

suppose § = {w,,w,,...,w, }), then we can calculate the probability of any event

A € <A by the following relation:

P(A) = > P({w})

1;w;EA
. y,
P(AN B)
P(A| B) =
P(B)
4 2\
DEFINITION 2.4.3 (Statistical Independency of Events)
Let [, &f,P] be a probability space of a random experiment, and ALA,..., A € st
are given events. Then A, A,,...,A said to be statistically independent if and only if
for any permutation (4, %, ... 3,) with k& € {2,3,...,n} of the numbers 1,2,...,n we have:
P(4, NA N..n4 )=P(4) P(4) .. -P(4)
If the last relation satisfy for the special case k = 2, then one say that the events
A, A,,..., A are pair wise independent.
| J
Probabilities Verbal Description
Mutually Exclusive P (A N B) =0 Both events cannot happen
P ( A ‘ B) = P ( A) The occurrence of B does not
Independent
P(A N B) = P(A) . P(B) affect the occurrence of A
TOTAL PROBABILITY
r 2
DEFINITION 2.4.1
Let [€) A, P] be a probability space of a random experiment. Then events o Bosercoon o
of of are a partition of €2, if:
a) Z, = @ foralli
b) Z,NZ; =@ forall i=j
o) Jz =0
i=1
\ J
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" THEOREM 2.4.1 (Total Probability Formula)

.

Let [ <, P| be a probability space of a random experiment. If Z,,Z,,...,Z, are events
of <of , constitute a partition of the space of elementary events (2 such that

P(Zk) = 0 for £ = 1,2,...,n, then for any B € &f we have:

P(B) = kZ P(Z ) P(B|Z,)
=1

Figure 2.4.2
J
" THEOREM 2.4.2 (Bayes' Theorem) )
Let [, <, P| be a probability space of a random experiment. If Z\y 2o,y 4, € A are
a partition of a space of elementary events {2 such that P(Zk) =0 for k=12,...,n,
then for any B € <f such thatP(B) =0:
T Lo L oI B
kZlP(Zk)P(B | Zy)
J

((1,1),(1,2),(1,3),(1,4), (1,5), (1,6))
(2,1),(2,2),(2,3),(2,4),(2,5), (2,6),
(3,1),(3,2),(3,3), (3:4),(3,5), (3,6),
(4,1), (4,2), (4,3), (4,4), (4,5), (4,6),
(5,1),(5,2),(5,3), (54), (5,5), (5,6),

\(6,1),(6,2),(6,3),(6,4),(6,5),(6,6)/

@)
Il
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Question 6: We roll two identical fair dice (at the same time) and we take the summation of numbers of
outcomes. Then:

a) Determine the probability space of this random experiment.

Question 7: We roll a fair die two times and multiply the apparent numbers. Then:

a) Determine the probability space of this random experiment.

Question 6: We tossing three identical fair coin at the same time, then:
a) Determine the probability space of this random experiment.

.......................................................................................................................................
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I. P(AUB) = P(A) + P(B) — P(AN B)
2. PANB)=0 if A and B mutually exclusive.
3. P(ANnB) = P(A) X P(B) ifA and B independent

P(ANB
4. P(A|B) = %

5. P(A) =1-P(4)

Question 5: Let [, =7, P| be a probability space, and we consider 4 and B two events of ¢ with P (4)=0.45,

P(4\B)=0.25and P (4 UB)=0.55. Then calculate the following probabilities:
PANB)=

Question 5: Let [, o, P| be a probability space, and 4 and B are two mutually exclusive events of < with

P(4\B)=0.30and P(B\A4)=0.25. Then:
a) Calculate the following probabilities:

PUB LAY = e

b) Are the events 4 and B independent ?
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Qucslion 5: Let [, &7, P] be a probability space, and 4 and B are two independent events of A With

P(4)=0.25and P(B) = 0.35. Then calculate the following probabilities. Then:
a) Calculate the following probabilities:

..................................................................................................................
.................................................................................................................
...............................................................................................................

.........................................................
.........................................................

Question 7: Five publishing houses P, P,, P;, P, and P; have to print a dictionary. Each of them produces

the same number of dictionaries. The percentage of incomplete dictionaries in these presses are 2%, 3%, 5%,
4% and 1% respectively. We withdraw a dictionary randomly from the total production of these presses. Then:

a) What is the probability that the dictionary is complete?

b) If we have found that, the drawn dictionary 1s incomplete, what is the probability that this dictionary will be
printed by the publishing house P; ?

Question 6: In a factory for the production of switches there are 4 lines that produce 15%, 25%, 20% and
40%. The percentage of defected switches in the production of these lines are 3%, 2%, 3% and 1%
respectively. We draw a switch randomly of the total production of the factory, then:

a) What is the probability that the switch is defected ?
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