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Chapter 6

Normal Probability Distributions
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Key Concept
i ) 2 g8l
This section presents the standard normal distribution which has three properties:
1. It’s graph is bell-shaped.
2. It’s mean is equal to 0 (u = 0).

3. It’s standard deviation is equal to 1 (o= 1).

Develop the skill to find areas (or probabilities or relative frequencies)
corresponding to various regions under the graph of the standard normal
distribution. Find z-scores that correspond to area under the graph.

railad 6 e g giag A bl andall i) acdl) 138 G ey
i Jh e Al e 41
(524 =0) 0 (g sbosi iny 1202
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A gall a6l

A continuous random variable has a uniform distribution if its
values are spread evenly over the range of probabilities. The
graph of a uniform distribution results in a rectangular shape.
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Density Curve 48usl) dads

A density curve is the graph of a continuous
probability distribution. It must satisfy the
following properties:
& O G aesall Jlaia¥) a3 9l Al all ga ABUSY st
Al ailadlly
1. The total area under the curve must equal 1.
2. Every point on the curve must have a vertical height that is

O or greater. (That is, the curve cannot fall below the x-
axis.)

A Aaiad) cad Lllaay) dabuall g gbad O e .1
O (g2 138 9) ST 51 0 5 gl (oual LS piadall o AW I 0158 O g .2
(i) saal) Jiud gy o oS ¥ aial

Area and Probability Jwiayl g Adkiall

Because the total area under the density curve is equal to 1,
there is a correspondence between area and

probability.
Aahaial) o ABe dligh ¢ 1 (g glu ABUSY | ate caad A0S Aalocall Y 1

Jeadal g
Using Area to Find Probability <¥laiay) sy dshiall aladdic
Given the uniform distribution illustrated, find the probability that a

randomly selected voltage level is greater than 124.5 volts.
O Sh G gdie aaaal) agall s ghaa o8 O Jladial e diagl ¢ 1) gaaa 13a ga Lag g8 Ciaa g 1)

g 124.5

.0.25 :Juaiay) g ddkhaiall Sl pall il g8 124.5 (o ST agal) il gl Al ddlaial) Jiad

Zx) Area = 0.5 x 0.5

= 0.25
0.5
0 + + + x
1230 1235 1240 1245 125.0
Voltaae 6 1 _ 4
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Standard Normal Distribution
all) a5 gl

The standard normal distribution is a normal
probability distribution with g=0and o=1. The
total area under its density curve is equal to 1.
1=55 9 0 =50 g (2nb Aldia) A5 88 B (bl aidall 2o 5 3l)
1 (g ke ABUESY daia ciad 48] dalesal)

zScore ities When Given z-scores
ccla ‘gj gl.hs\ e GYlaiady &9 leﬂ\

Table A-2 (in Appendix A)
Formulas and Tables insert card
Find areas for many different regions
(1 gala () 2- 1 dsaad
A, 1 3) Jglaadl g gl
A0S ghlial) (e all ghilia ¢ uayll
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Finding Probabilities — Other Methods
s A Gk - avlaay) aag)

e

*%

STATDISK
Minitab
Excel
T1-83/84 Plus
Methods for Finding Normal Distribution Areas
Agalad) a3 i) (lalia Sy 3k
Table A+2, STATDISK, The procedure

for using Table A-2 is described in

Minitab, Excel the text.
RPN B Select Analysis,

Gives the Cumu|ative area Probability Distributions, Normal

Distribution. Enter the z value,

from the left up to a vertical then click on Evaluate.

. i Select Calc,
“ne above d SpeCIfIC Value Probability Distributions, Normal.

of 7 In the dialog box, select Cumulative
| Probability, Input Constant.

Select fx, Statisti-
cal, NORMDIST. In the dialog box,
enter the value and mean, the
standard deviation, and “true.”

J
’0

J
0’0 L)

J
’0
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Methods for Finding Normal Distribution Areas
Rpolal) g ) (gl a3k

TI-83/84 Plus Calculator TI-83/84 WIE o[ ves)

Gives area bounded onthe  [2: normal cdf ( ], then enter the
left and bounded on the two Z scores separated by a comma,
right by vertical lines above ~ as in (left z score, right z score).

any specific values. Table A-2

PEIRg oA Standard Normal (2) Distribution: Cumulative Area from the LEFT

z [0 o0 02 03 M 05 06 0 08 0

350
and
fower | 0001
34| 0003 0003 0003 0003 0003 003 0003 003 0003 002
' - -33 000005 0005 0005 0004 0004 0004 0004 0004 0004 0003
Lower Upper -32 | 0007 0007 0006 0006 0006 0006 0006 0005 0005 .00S
30| 0010 0009 0009 0009 00 0NG 00G ONG 0007 0007
300|003 003 003 M2 002 01 00 01 0010 0010
-29 | 0019 0016 0018 0017 0016 0016 001 001 0014 001
28 | 006 05 004 B MB 02 0 000 009
270|005 00M 003 002 0031 000 008 008 00 0036
26| 007 O0M5 004 003 004 OM0 0039 08 0037 0036
225 | 0062 0060 0059 0057 0055 0054 0052 00T *.0049 0048
24| 0082 0080 0078 005 0073 0071 0069 0068 A.oogs  .00gd
23 | 0107 0104 002 0099 0096 0% 0091 0089 | 0087 0084
22|09 0% o 0 NI 02 019 N6 |03 010
20| 0 o 010 06 0162 0S8 0ise 0150 | Oug 0
20 08 0 07 om0 00 097 09 |08 01
19| 087 OB 04 08 0262 06 00 04 |09 0033
18| 0359 0351 034 036 039 032 O34 0307 | 0301 094
7| 0u6 06 047 ONI8 M9 40 092 034 | O3S 0%
16| 0548 07 026 0516 0505 ¢ 0495 0485 0475 | 0465 4SS
15 | o668 065 068 060 0618 Aosds s 0se2 | 0T 0599
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Using Table A-2 Jgal) aladiuliA-2

1. Itis designed only for the standard normal
distribution, which has a mean of 0 and a standard
deviation of 1.

A ke Gl i)y 0 Ja gie A (155 g8 9 ¢ omalill (galad) g gill Jidh aanaa 4)

1. Itis ontwo pages, with one page for negative z-
scores and the other page for positive
Z-scores.

¢ AY daduall g dbad) 5 LEN Ldud) zuiliill 3as) g dadea aa ¢ Ofiadia o 392 g4 4d)

1. Each valuein the body of the table is a cumulative
area from the left up to a vertical boundary above a
specific z-score.

) 8aaa da o def el 1 aadl ) bl (e dgas) i dllala A Jgaad) pal A dagd S
Using Table A-2 Jsal) aladiulA-2

4.When working with a graph, avoid confusion between z-
scores and areas. z Score

Distance along horizontal scale of the standard normal
distribution; refer to the leftmost column and top row of Table
A-2

63 Al 5 e cy BIAY uindg ¢ ) pn ) g Jand) 2ic 4

e (B agaadl )£ sal ¢ bl 2l o gl LYY (uldal) Jsh e ddlad)
doadl (e g stadl chall g Ll A2,

5.The part of the z-score denoting hundredths is found
across the top.

(s otall e 3all e clial) ) judd o) Adle e s a e gl a8 5
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Example — Thermometers
51l Gl se - Juia

The Precision Scientific Instrument Company manufactures
thermometers that are supposed to give readings of 0°C at the
freezing point of water. Tests on a large sample of these
instruments reveal that at the freezing point of water, some
thermometers give readings below 0° (denoted by negative
numbers) and some give readings above 0° (denoted by
positive numbers). Assume that the mean reading is 0°C and
the standard deviation of the readings is 1.00°C. Also assume
that the readings are normally distributed. If one thermometer
is randomly selected, find the probability that, at the freezing
point of water, the reading is less than 1.27°,

4s 4 » siPrecision Scientific Instrument 31l ¢l se gl
@ESE Ailall M\MwMyMJJOuﬁy\ﬁuhuu\uaJM\wu.ﬁ\
dilall M\Mmb\ <l gaY) oda QAOJ.\.\SA.\.&UJQ u.ua\‘_,.d\ <l Laay)
Owdﬁ‘u\;—\ﬁ'&jﬂ\ UAJ\JAUAMUM‘O((MM\?GJYULQJ\JAJA
0 (o Aol sl B pand) (a0 (O ) (A sall alB YL Lgd) Sa
1.00 52 <ig) 4l LgJLw.AJ\ ) Aty u\j@juAAJé 0 s o;‘-\ﬂ\huju
Bl (e JLEA &3 13) Bals SRR O Ll e yid) 4 gia da
dilall dagill ddals aie Be) AN 685 o Jlaial e Eual @\M JSdy aal g
Aysia da ;21,27 (e BB

Example - (Continued)

P(z < 1.27) =

Area = 08980
(from Table A-2)

0 = 111 6.1

Copyright © 2010, 2007, 2004 Pearson Education, Inc. All Rights Reserved.




Look at Table A-2 Jsadt A JBIA-2

§ VN0 S (continued) Cumulative Area from the LEFT

Z .00 01 .02 03 04 05 06 @
0.0 5000 .5040 5080 .5120 5160 .5199 5239 |.5279
0.1 | 5398 5438 5478 5517 5557 5596  .5636 |.5675
0.2 5793 5832 5871 5910 5948  .5987  .6026 |.6064

‘ %6 o

NN NS ONS NI NS ONLONS NS TNT NSNS ONL RS NI NS NLONS NSNS NSNS
1.0 8413 8438 8461 8485 8508  .8531  .8554 |.8577
1.1 | .8643 8665 .8686 .8708 8729  .8749 8770 |.8790
(1.2 | 8849 8869 8888  .8907 8925  .8944 8962 |.8980
13 | 9032 9049 .9066 .9082 9099 9115 9131 |.9147
1.4 9192 9207 .9222 9236  .9251 9265 .9279 |.9292

NN N NI T NS NGNS NS NSO NN NS S NN NN

Example - cont
P(z<1.27)=0.8980

Area = 08980
(from Table A-2)

0 z= 1]

6.1-10
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Example — cont g - Jua
P(z<1.27)=0.8980

Area = 08980
(from Table A-2)

0 2= 12

The probability of randomly selecting a
thermometer with areading less than 1.27°is
0.8980.

1.27 e S8 B0 B pa 31 a (ubillal I gde JLAA) Jlaial0 ga
.0.8980

Example - cont gt — Jta
P (z < 1.27) = 0.8980

Area = 08980
(from Table A-2)

0 z= 121
Or 89.80% will have readings below 1.27°.
1.27 &a B8 cle) B Ll Qs 7 89.80 1O,

6.1-11
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Example - Thermometers Again
s A 3 Bl Al ) sa - Jhe

If thermometers have an average (mean) reading of O
degrees and a standard deviation of 1 degree for freezing
water, and if one thermometer is randomly selected, find
the probability that it reads (at the freezing point of water)
above —-1.23 degrees.
‘“gJ‘.*Mde'U:\A.JJ 0 o8 (.EMJSA) SQ\JE.EMJSALGJSJUQ\ O ) ga Cails 1)
¢ llsds g8y a9 Bl ulila JLTRN a3 13 9 ¢ el bl A g2 ] b a8
4540 1.23- 0e ol (slall taxil) Akl aic) 4lp) B Jladal e duald

P (z>-1.23) = 0.8907

Area

= - 010%
= 08907

Area found
in Table A2

Probability of randomly selecting a thermometer with a
reading above -1.23°is 0.8907.

1.23— o3 8p) 8 g Bl al) (ubilal Al pdie LA Jlaial© .0.8907 s
Example - cont

89.07% of the thermometers
have readings above —1.23

degrees.
el B Led 31 all cuilsa (e 7 89.07
432 1.23- (e el

Areq

= - 01073
= 0807

Area found
in Table A

1=-15 0 6.1-12
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Example - Thermometers Il
B1AN ¢ 94 = Jlall]
A thermometer is randomly selected. Find the probability that it
reads (at the freezing point of water) between —2.00 and 1.50
degrees. S ‘
.\.A,smf\.hﬁa:c) 1A ) Jlaial aa gl | A gie JSa 3 ) ad) (ulila LSRN s - G (slall
42,2 1.50 52.00

P (z<-2.00) = 0.0228

P (z<1.50) =0.9332
P(-2.00<z<1.50)=
0.9332 - 0.0228 = 0.9104

(2) Total area from left up to
z = 150 is 09332 (from Table A-2)

(1) Area is
002728
(from Table A-2)

The probability that the

chosen thermometer has a
, reading between - 2.00 and
7= i 0 a=10 1.50 degrees is 0.9104.

DAl 3 jad) (ubla gl (6% o) Jlatial
2 42,01.50 52.00 o 858
.0.9104

Example - cont

A thermometer is randomly selected. Find the
probability that it reads (at the freezing point of
water) between —2.00 and 1.50 degrees.

aie) & o Juaial aa g A gdie (8 3 ) Al (uilla JLd) ol

42,2 1.50 5 2.00- 0 (slell 2eail) dkaks

P (z <-2.00) = 0.0228
P (z <1.50) =0.9332
P (-2.00 <z<1.50) =
0.9332 — 0.0228 = 0.9104
If many thermometers are selected and tested at
the freezing point of water, then 91.04% of them
will read between —2.00 and 1.50 degrees.

() Total area from left pto
7 = 15015 09332 (from Table A-2)

I Area s
00228 0
(from Table A2) g

slall dani ddaki die Wy JLGA 9 31 adl () sa Cpe dpaad) LAY a5 1)
42,1 1.50 5 2.00- O Weie 7.91.04 3518 sl

6.1-13
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Notation Jge_d

P(a<z<b)
denotes the probability that the z score is between a and b.
Aaiil) 068 o Judia) te Juz owa sb.
P(z > a)

denotes the probability that the z score is greater than a.
Aol o< o Judial e Jaz e sSia.
P(z < a)

denotes the probability that the z score is less than a.
Aailll (e85 ol Juaial Ao Juz ¢ JBia.
Finding a z Score When Given a

_Probability Using Table A-2
Jalas u.‘& Jj.'\a.“z djé@ e\dﬁul.) Laia) f«l.hﬁ‘ e A-D

1. Draw a bell-shaped curve and identify the region under
the curve that corresponds to the given probability. If
that region is not a cumulative region from the left, work
instead with a known region that is a cumulative region
from the left.

@@\Q@M\M\MM\#J&QUAJQM&MMJ 1

O Yy Jand ¢ ) (ha Aga) 3 Ailaia ABhalal) lli (€5 Al 13) | Cpra Jlalal
ddhi, &4&3

el (pa Aaas) 3 Ahata (Jiai Ad g jna
2. Using the cumulative area from the left, locate the
closest probability in the body of Table A-2 and identify the
corresponding z score.

el o LAY oo Bl aas ¢ bl Cre AgaS) il ABhial) aladiuly 2
JsaalIA-2 dagil) ass g7 AL\EaY)

6.1-14
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Finding z Scores
When Given Probabilities
ub &"_1\}.539 U"; Jj.'\ﬂ\
claiay) Jaad Lasic
5% or 0.05

(z score will be
positive)
(Ao oS Al
Finding the 95 Percentile
aiall 295 Ao sl
Finding z Scores
When Given Probabilities — cont
oa Gl jde o gl
b - cLdaY) et Ledic

5% or 0.05

(I) z="1

(z score will be positive)
1.645 (Anlaz) 08 Al

Finding the 95th Percentile
L) 295 o gl

6.1-15
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Finding z Scores

When Given Probabilities — cont
u'a Q\Jﬁ& UJ; Jj.'n.“
b - cLaY) Jaed Ledic

(One z score will be
negative and the
other positive)
A2 )z (eSim Basly
(Rase s AV Al

Areq = 002 Area = 002

| Finding the Bottom
-z 0 z 2.5% and Upper 2.5%

Liallg 7 2.6 @l o ) gial)
Finding z Scores /2.5
When Given Probabilities — cont
oa Lijde e ) sl

il - CYLGAY) daadi Ladis
(One z score will be negative
and the other positive)
A2z s A9 Al ¢y gSiu Baal g
(dsase

Area =1 Ara=l0 " Finding the Bottom 2.5%
and Upper 2.5%

” O /2.5 0lg7 2.5 s@l Jo gl
- Z

6.1-16
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Finding z Scores
When Given Probabilities — cont
ub Q\J&Q U“; Jﬂﬂ\
Al - LAY el Ladis

(One z score will be
negative and the other
positive)

A2 )z s AV g Al (oSt Baal g
Area = 0025 Area = 001 (s
Finding the Bottom 2.5%

’ and Upper 2.5%
-1% 0 % 2.5 Uy 7 2.5 gl e gl

Recap

In this section we have discussed.:
Density curves.
Relationship between area and probability.
Standard normal distribution.
Using Table A-2.
R @...33\ RYY gﬁ
LABLSH cilyiatia
Jlaial) g ddlatal) o ABMal)
) a5 gl
Jsad aladiuly A-2,

6.1-17
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Key Concept
i ) g8l
This section presents methods for working with normal

distributions that are not standard. That is, the mean is not O
or the standard deviation is not 1, or both.

The key concept is that we can use a simple conversion that
allows us to standardize any normal distribution so that the
same methods of the previous section can be used.

30 Gul gl O a1 g Apald il Apale a5 58 e Janll sk acddl) 134 iy
LaadS gl 1l (g lmall il adY)

e s o) a gy Ul prac Jasey Jagad alading LiSey 4] g8 (i ) o ggdall
Cbead) acdl) 8 Cullul) (udd aladiia) (Say uay

Conversion Formula J:saill daa
X—HU

o
Round z scores to 2 decimal places

4 pdad) Joal) 2 A @l e @l pie A ga

/7 =

Converting to a Standard
Normal Distribution
il gile a5 ) Jagal

P
pooox P
(a) Nonstandard .
Normal Distribution 0 z

(b) Standard
Normal Distribution

6.1-18
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Example — Weights of Water Taxi Passengers
ral) sl S ol 3 g0 - Sl
In the Chapter Problem, we noted that the safe load for
a water taxi was found to be 3500 pounds. We also
noted that the mean weight of a passenger was
assumed to be 140 pounds. Assume the worst case
that all passengers are men. Assume also that the
weights of the men are normally distributed with a
mean of 172 pounds and standard deviation of 29
pounds. If one man is randomly selected, what is the
probability he weighs less than 174 pounds?
M%J@\é@hﬁﬁiSJw&Y\aw\ O Bhaay c(}ﬁﬁ\m.agﬁ
140 S o ity O @SN ¢ b gia ¢ff Lyl UaY 44ia 3500
Jaul &gl of bl il Jlay Gl aas o Al guad (381 S
£13) My 29 o8 (5 b il adl g Jhay 172 Jo giay Bale Lgay g oy
Uy 174 Ga B s O Jaial ga Lad ¢ Al pdie JS8y a9 Jay L)

Example — cont gt - Jua

p= 172 174 - 172
_ Z= = 0.07
o= 29 29

Area = 03219

: xfweigbﬂ
=M\
p’ L e

~ z5cale

A . '.‘.l
] oy e ||
2= Vz2= UV

6.1-19
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Example — cont &b - Jta

P(x<1741b.) = P(z < 0.07)

= 172
H = 0.5279
o= 29
Area = 05279
i x(weighf)
p=112% =y
— z scale
z=0z= 007
Helpful Hints

dluda Cilasall

1. Don’t confuse z scores and areas. z scores are distances
along the horizontal scale, but areas are regions under
the normal curve. Table A-2 lists z scores in the left column
and across the top row, but areas are found in the body of the
table.
2. Choose the correct (right/left) side of the graph.
3. Az score must be negative whenever it is located in the left
half of the normal distribution.
4. Areas (or probabilities) are positive or zero values, but they
are never negative.
Cisde G blAIY 1.7 Glde ghlallsz « BY) (il Jsh o clilus A
Jodad) 3y gad) Aaial) cad ghlie 4 ghlal) (SIgA-2 s iz dgand) B
Jeaadl pal b cilalua aa g8 8y ¢ g slal) cikall e g )
) ae ) Ga (e [ Gai)) asall cuilal) 5d) 2
Aail) (1985 O e .37 bl @3l (e pel) diiall) B ciaa g LalS Al
I Ll Gl LgiSD Ay e g A ga pb (A (YY) ) (3hliall 4

6.1-20
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Procedure for Finding Values

Using Table A-2 and Formula 6-2
Jsaadl aladiuly adl) dlagly (alll) o) AYIA-2 2-6 davall g

1. Sketch a normal distribution curve, enter the given
probability or percentage in the appropriate region of the
graph, and identify the x value(s) being sought.

2. Use Table A-2 to find the z score corresponding to the
cumulative left area bounded by x. Refer to the body of
Table A-2 to find the closest area, then identify the
corresponding z score.

3. Using Formula 6-2, enter the values for |, o, and the z score
found in step 2, then solve for x.

X=MU+(z*o) (Another form of Formula 6-2)

(If zis located to the left of the mean, be sure that itis a
negative number.)

4. Refer to the sketch of the curve to verify that the solution
makes sense in the context of the graph and the context of
the problem.

dahial) A SUsrall 4 gial) dpadl) of Jlaial) Jaal g ¢ bl a5l ata anyl 1
Aq gllaall (p81)) Al daa g ¢ (Alud) anipl) Cpa Apilial)

Jaadl axdind 2A-2 daall o jgally Wass gm“{.,us\ A M\M@M\
X. desall ol Al @ lA-2 Al s o ¢ Albia @ 8l o ) giall7 ALilBal)

daillly ¢ P ad Jaal ¢ 2-6 Auall aladiuly 37 I da ali ¢ 25 gkl (53 ga galix.
X = [+ (2 *q) (26 Lizall 0 AT gisal

CuilS 130) 7 (Ll ad ) Adf (e S ¢ T gll by Ao B3 g2 g

By (Al anl) (Bl (B (Ahala Ja) aiwdﬁﬂﬁd‘m&!w

o

6.1-21
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Example — Lightest and Heaviest
JEY g U g AAY) - Jlia
Use the data from the previous example to
determine what weight separates the lightest 99.5%
from the heaviest 0.5%?
CBAY) Juads A @5l aaadl gl JUal) B B ) gl cililud) addiiad
€70.5 J&i ¢ 799.5 Luuds Uy

Area = (9950
: : X (we!ghf)
w=172 x=7
, | z scale
z=0 z=7250

Example — Lightest and Heaviest —cont = J&a

ki - Ui aay)
X=m+(zeq)
X =172 + (2.575 . 29)
X = 246.675 (247
breea = 0 rounded)
: (weight]
b= =1

—— 2 500le

-0

6.1-22
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Example — Lightest and Heaviest — cont
@U-Uj\gd&g\l\ - Jlia

The weight of 247 pounds separates the
lightest 99.5% from the heaviest 0.5%
70.5 0 7.99.5 Ay Ujy A1 Juady Jh) 247 O3

Area = (09950
: : x (weight)
m=172 x =7
, : z scale
z=0 z=2575

Applications with Normal Distributions

wum\\\
do you want Find a value of x

Find a probability S ﬁ y
(from a known value of x) ? (from known probability or area)

Are
you using ldentlfy the
cumulative

technology or
Table A-2 area to the

Table Ay f \Technology left of x. — |

6.1-23
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Fiid a probability Table y 7 Qﬁlw

from a known value of x
( ) Convert to the Find the
standard normal probability
distribution by by using the
finding z technology.
z=X—
o

|

Look up z in Table
A-2 and find the
cumulative area
to the left of z.

Find a value of x L

(ot keown probabilty or area) ) A\

technology or
Table A-2
Table 7 2 \echnology
Look up the cumulative Find x directly
left area in Table A-2 and from the
find the corresponding technology.

Z score.

Solve for x:
x=puy+z-o
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Recap 4=3a
In this section we have discussed.:
“* Non-standard normal distribution.
% Converting to a standard normal distribution.

*» Procedures for finding values using Table A-2
and Formula 6-2.

s LLZ8U ) RYY QA
(bl bl a5l ) Bgad | uld S gile ajsl
Jodad) aladinly adl) (o ) ciel AA-2 .26 Adsall g

Key Concept (il aggdall

The main objective of this section is to understand the
concept of a sampling distribution of a statistic, which is
the distribution of all values of that statistic when all
possible samples of the same size are taken from the
same population.

We will also see that some statistics are better than
others for estimating population parameters.

ww\ﬂw\@gﬁyu& @m\i\ﬂﬁﬁﬁwéﬁ)ﬂﬁj
Ow\wﬁm#\wﬁ
_@M\ Glaleall joaail Ly e C}Ad«bé\ Slglaaly) (an Cﬁ 1.«'4,3\ (8
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Definition < s
The sampling distribution of a statistic (such as the
sample mean or sample proportion) is the distribution
of all values of the statistic when all possible samples
of the same size n are taken from the same population.
(The sampling distribution of a statistic is typically

represented as a probability distribution in the format
of a table, probability histogram, or formula.)

&> s 9 (M) dpad o) Adal) Jau gia Jia) slaadld cilial) 341 a5 45
axall (i (pa AiSaal) clind) aren Mg Ladie slaal) adn (udl (e
Aaia) 2368 dale slaadl cilinll M) ay s Joial aty) | AsilSud) de ganall
(Aia gl Jlaial Al any o) J9da Gy

Definition < ad
The sampling distribution of the mean is the
distribution of sample means, with all samples having
the same sample size n taken from the same
population. (The sampling distribution of the mean is
typically represented as a probability distribution in

the format of a table, probability histogram, or
formula.)

oadi Lgd i) JS aa ¢ Adal) Al g g0 98 o giall cilinl) 340 a3 68
Al aaan sl a6 Jiiad al) Ae sanal) Gudl (e Bl ala
S Juaiadl Als sy ol Jodn iy Jlaia) g jg8 41 o Bale Jau giall
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Properties yailaidll

% Sample means target the value of the population
mean. (That is, the mean of the sample means is
the population mean. The expected value of the
sample mean is equal to the population mean.)

% The distribution of the sample means tends to be a
normal distribution.
A g dde bagia o) g 1) ) Jagia dagd Chlagiad (et Adal)
aae Ja gial 4 glusa dlaml) Ja gial dad gial) daddl) Sl 2o Jau gia
(otsd)
bl 3l 9 O () daad iy Adad) a3 8
Definition «a: s
The sampling distribution of the variance is the
distribution of sample variances, with all samples
having the same sample size n taken from the same
population. (The sampling distribution of the variance
Is typically represented as a probability distribution in
the format of a table, probability histogram, or
formula.)
ol Lgd i) aen aa ¢ Adad) @l 36 R Cull) (e iliad) a3 68
Aal) aaan Gl a Cliadl a8 e al) A ganall i (0 33580
(Arpa g JLaiadl Aln sy ol Jodn aedly Jldial o gl 4l e Sale
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Properties yailaidll

% Sample variances target the value of the population
variance. (That is, the mean of the sample
variances is the population variance. The expected
value of the sample variance is equal to the
population variance.)

% The distribution of the sample variances tends to be
a distribution skewed to the right.

Al LS Ja gl O (Fry 138 ) L lSad) il dad dle (39 Al Ciagius
(cASad) i) (o glai Adad) (il A gial) daddl) | AlSadd) olil) oA
a1 ke B3 g8 (008 O () Adiad) LS a5 daay
Definition < s
The sampling distribution of the proportion is the
distribution of sample proportions, with all samples
having the same sample size n taken from the same
population.
paa (el Lgd cilial) JS pa ¢ Adad) Gund @ 3s8 98 dpeil) (e lial) 38 &g 3 g0
Aialin As ganall udi (e 3353k
Definition i a3
We need to distinguish between a population proportion

p and some sample proportion:
Sl Ay Guaall) ) liadp rddad) dpad (g g

p = population ~>~, = sample

proportion p proportion
6.1-28

Copyright © 2010, 2007, 2004 Pearson Education, Inc. All Rights Reserved.



Properties gailail

*» Sample proportions target the value of the population
proportion. (That is, the mean of the sample proportions
is the population proportion. The expected value of the
sample proportion is equal to the population proportion.)

OS] A A A e Al O (g 138 9) L OS] A A iagtieds Adal) qued

(-GSl o s Al ] i sl Al

% The distribution of the sample proportion tends to be a
normal distribution.

bl &g 9% O A Jaan Aad) A g 58

Unbiased Estimators 3l & &l jaia

Sample means, variances and proportions are unbiased
estimators.
That is they target the population parameter.
These statistics are better in estimating the population
parameter.
Biade pf @l jia (A udlly Gy Al ¢ gy A
Ol Adalaal) Ciagriad Lgdl g2 1d
Ol Aalnall pals b Jd) & cilelanl) sdy

Biased Estimators ¢usjsaia &g iia

Sample medians, ranges and standard deviations are biased
estimators.
That is they do NOT target the population parameter.
Note: the bias with the standard deviation is relatively small in
large samples so s is often used to estimate.
B palia il jala A 4y bl Cild) adY) g clBadl) ¢ cilaw gial) A
Ol Aalaal) Ciagiad ¥ Lgdl oA 1A
Lo WL 1A ¢ 3 sl ciliad) (B o | Jiua (5 jbamal) il o) gaa Jpaill (9S4 1A3ada
@Mﬁu‘ eﬂgs J...\m
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Example - Sampling Distributions
liall 3 Slag 5 g8 - Jla

Consider repeating this process: Roll a die 5 times, find
the mean , variance s?, and the proportion of odd
numbers of the results. What do we know about the
behavior of all sample means )
that are generated as this process continues
indefinitely?
wﬂ‘chw‘&ﬁﬁ\cﬂ‘fMJf :M\ahﬂﬂéﬁsz ¢
a4l g e JS A gla ce 48 oA e guiliill 40 81 slae ) daad
?‘_’AMAJ,,\S"- d;\uﬂ:\,.\hﬂ\ Y J\JA"M\@LAA,,\JJS
Example - Sampling Distributions
Glial) A culag j g8 - Jlia
Specific results from
10,000 trials
4,25 10000 (e Sadaa gils

M > Mecn: 347
eans Sample Meons x
. Samp :
Sampling Procedure - S Approximately
- . . ams 4 . "
®oll ¢ dieg 5 times .5"_L.> 4y R e L L norme!
and find the mean x Sample 3 | z fre- R AT
Bteeis e SR B 5
Popm'cﬁon .

»
o
1K .
mn=37>
- -x

23 .
e et

All outcomes are equally likely so the population mean is 3.5; the

mean of the 10,000 trials is 3.49. If continued indefinitely, the
sample mean will be 3.5. Also, notice the distribution is “normal.”
bugia ¢ 3.5 s GlSull aae Jagia (b UL g 31 glsall atd o dlaiag giliil) aves
3.5 sSam Adadl hacu gl Gl ¢ pamia 5 ol ) @i 13).3.49 2 43,25 10000
g™ 35 o Ul By
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Example - Sampling Distributions
Glial) 3 clay j g8 - Jlia
Specific results from
10,000 trials
432510000 (e Baaa il
Mean: 2,88

| Sample | J1e) / '
Sampling Procedure: | |3 Skewed

e | Sample 2 NS
Roll o die 5 times and _L.) 723 | 1) T
o2 W Ll

find the variance s° :San'.pl'e ).

¥/

Popu!aﬁon:
o'=9 y

—J

All outcomes are equally likely so the population
variance is 2.9; the mean of the 10,000 trials is 2.88. If
continued indefinitely, the sample variance will be 2.9.
Also, notice the distribution is “skewed to the right.”
bugia $ 2.9 9 Al Gl UM 3 glusall atd Jo Alaliaa zuilidl) aran
ddad) (bt OB ¢ ama e dal ) el 132,88 52 442510000
Mol A diada" el of L BaY (2.9 ¢ s
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Example - Sampling Distributions
il A clay 38 - Jba
Specific results from

10,000 trials
4,25 10000 (e Ba3aa gilss

7 ) Mean 0350
Prop or tions Samlpfe %Forfions
- m
| Samole | e Approximate!
Sampling Frocedure: 2 {02 0 0 f , !
. , ' g rorme
Roll o die 5 times and _S_M 04 Ny St o & I
find the proportion | Sample 3 0 >
of odd numbers, 5 e
Population ' £
P=03 ; -
"

00 0 e 0 08 W

All outcomes are equally likely so the population
proportion of odd numbers is 0.50; the proportion of
the 10,000 trials is 0.50. If continued indefinitely, the
mean of sample proportions will be 0.50. Also, notice
the distribution is “approximately normal.”
a8 Y1 e o) dpad b AL ¢ B gl ad to dlaiag gilidl) e
2 dal A @uaia 1)) ,0.50 & 4,23 10000 4 ¢ 0.50 & A Al
k" il o Ul BaY 0,50 ¢ sSm Aall o i gia G ¢ oo
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Why Sample with Replacement?
fIta) aa dde 3Ll

Sampling without replacement would have the very practical
advantage of avoiding wasteful duplication whenever the
same item is selected more than once.
However, we are interested in sampling with replacement for
these two reasons:
Al 92 W) quiad b JiaT Aall ddes B e Jlada) (g0 cliall JAY ¢ s
B4 (ra AS) Audl aaiad) aaad a5 LalS 3 jagall
O] Cdgd J1Y) ga i) 340 ¢ galiga (ol ¢ ld pag

1. When selecting a relatively small sample form alarge
population, it makes no significant difference whether we
sample with replacement or without replacement.

oS A iaag ol ¢ OS] (e ) S 1300 (KA Ll B i Ade LA A
it e o) Ay A L3R ) g

2. Sampling with replacement results in independent events
that are unaffected by previous outcomes, and
independent events are easier to analyze and result in
simpler calculations and formulas.

G8ST g ¢ ARl guiliilly A Y Al Eaa) ) Jladiad) aa cliad) 34 g

Dl uay clua cldes ) sa589 a8 Jgud Aliial) Culand)

Caution_iall

Many methods of statistics require a simple random sample.
Some samples, such as voluntary response samples or
convenience samples, could easily result in very wrong
results.
e Jia ¢ alial) Gary A 4l pde Le slaal) ok e aad) Gllah
AhlA il ) A g o258 O O ¢ dal ) clie gl e ghal) Alaiu)
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Recap 4=da
In this section we have discussed.:
* Sampling distribution of a statistic.
% Sampling distribution of the mean.
% Sampling distribution of the variance.
* Sampling distribution of the proportion.
% Estimators.
TLEBU andl) )2a A
Ailasy) (e cilial) g 3gs
Bl o cilial) g8
(B (e Clial) aa 36
Al (e cliall g5 48
Key Concept izl psgial & el

The Central Limit Theorem tells us that for a population
with any distribution, the distribution of the sample
means approaches a normal distribution as the sample
Size increases.
The procedure in this section form the foundation for
estimating population parameters and hypothesis
testing.
) pgad Cpdl Gl dpally (ny ddad) @358 Ol (g 38l aad) Ay ki U i
Adal) ana 315 Ll amdall 568 O QU @i el O @
Cilsda il il g 4] cilalaal) padit Gulud) acdl) 138 G o) Y ISy
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Central Limit Theorem
s Sl 2ad) 4y s

Given: sz
1. The random variable x has a distribution (which may or may
not be normal) with mean p and standard deviation o.

2. Simple random samples all of size n are selected from the
population. (The samples are selected so that all possible
samples of the same size n have the same chance of being
selected.)

s bugiay (Lab S Y ol S B 11 g) gadsi A (uS) il gdal) il 1
. 5S s baal) il A

Gy i) JUES) ) OSadl (e & paa IS (e Adapey dudl gde e LA oy 2
aaall (il cpe diSaall clial) JSd on (sl da b s

Central Limit Theorem — cont.a:ti - g JS el aal) 4 ks

Conclusions:<aliiuy)

1. The distribution of sample x will, as the sample size
increases, approach a normal distribution.

2. The mean of the sample means is the population mean L.
bl & s e iy ¢ Adad) paa Baly) g oS! (Adad) @355 L1
S OSad) 220 b gia ga dial) haca gia (ry 2

3. The standard deviation of all sample means is

oA Lall Jilug aaead (g baal) il a3
INnr
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Practical Rules Commonly Used
aladiay) daild dpland) a0 gAY

1. For samples of size n larger than 30, the distribution
of the sample means can be approximated
reasonably well by a normal distribution. The
approximation gets closer to a normal distribution
as the sample size n becomes larger.

paal) @ld cliall dawily AN 1 Adad) @368 GBS Sy ¢ 30 (0 S
bl @il (e qu Al Gy | ausdal) a3 9l Gak 08 Jsira gy
dial) aaa uay Ladien |, S|

2. If the original population is normally distributed,
then for any sample size n, the sample means will

be normally distributed (not just the values of n
larger than 30).

bale Ll Al g a 355 lsed ¢ ada IS8 Cmabiad) Sl g sl a5 13) 2
die aaa YN (b ha8d Luslgn (30 e S
Notation Jse!!

the mean of the sample means
UX = |
the standard deviation of sample mean
Ao giall Aiall (5 jlamal) il jady)

(often called the standard G —
X
error of the mean) n
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Example - Normal Distribution

g-’é:‘h-“ &osd - Jua
Normal
n=—=1 : : :
+ ¥ 3 T : -—
/ 7 3 o 5 6
33 Each dot:
n=1710 ..éiggg 2. /] observations
] &
é Each dot:
n=50 g; /] observations
ceess
$3333
S25%
Jiiiiiiis

Sample Mean

As we proceed fromn=1to

n =50, we see that the distribution of
sample means is approaching the
shape of a normal distribution.

O Ladls ¢Uiin = 1 N =50 @JJSU\ G
ol o 58 IS Gl B g Al
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Example - Uniform Distribution s &35 - Jéa

(i ffarrm

=7
v — - - - "
7 = = <f = ==
Eaach dot:
=10 Il T obsaervaticons
7 2 = <t = 70
Ecrctr et
=50 llEI T obsarvaticoms
7 = = “ s 3

Sample Maeam

As we proceed fromn =1to
n =50, we see that the distribution of sample means is
approaching the shape of a normal distribution.

Ga Ul slin = 1 (AN = 50 gl J8d il 81 iy Adall 565 O 658 ¢
(k)

Example - U-Shaped Distribution «i_a J8& e a8 - JEaU

O-Shape

y $ 2 3 g
> . - -— + T
7 =z o < > 7=
Each dot:
=710 -égif&&in-- E obs scr—vfc;f iorms
' i 2 = “f 5. &
S -ﬁ'ach edest:
nP=50 E%§ 7 observations
‘. i ...:!g |- - »
7 2 > < > &

Sample Mearm

As we proceed fromn =1to
n =50, we see that the distribution of sample means is
approaching the shape of a normal distribution.
Ga et ¢lin = 1 AN =50 @aisih J8d o ) ay ddal) 68 O s 4 ¢
sl

-
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Important Point dage 4k

As the sample size increases, the sampling
distribution of sample means approaches a
normal distribution.

rhal) S Gl By Al a3 65 G ¢ Al aaa ) Lals
Example — Water Taxi Safetysluall (st dadu - Jbia

Use the Chapter Problem. Assume the population of
weights of men is normally distributed with a mean of
172 |b and a standard deviation of 29 Ib.
Do giag Bale Aoy 68 als Ja ) ol gl e o) i 8 | Juadl) AlSdia aadiiad
S 29 008 (5 b i) )y Jh 172

a) Find the probability that if an individual man is
randomly selected, his weight is greater than 175 Ib.
b) Find the probability that 20 randomly selected men
will have a mean weight that is greater than 175 1b (so
that their total weight exceeds the safe capacity of
3500 pounds).
ST Ad3g (S ¢ Al gdie IS (538 Jay LAY a3 13) Ad) Jladal e Cuagl (]
Sy 175 (e
S0 g b gia il gie A a3 a5 20 sl (88 Of Jlaial 22l (o
(Jh 3500 4ia¥) 88l (Maa¥) agdie Jslads Cuag) by 175 (e
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Example — cont gt - Jua

a) Find the probability that if an individual man is
randomly selected, his weight is greater than 175
Ib.

RS A S ¢ (Al gde ISy ga 8 Jay JLEA) a1 1Y) 4l Judal (e Cal (I
oy 175

Z =1/5-17/2=0.10
29

0.5398 04602

i T
m= 172
(o0 = 29)

(a)

Example — cont &b - J&a

b) Find the probability that 20 randomly selected men

will have a mean weight that is greater than 175 1b (so

that their total weight exceeds the safe capacity of 3500

pounds).

o S1 009 dae g Ll gis ab JLER) a3 35 20 s (188 O Juaia) 2a g (o
(S 3500 4aY) 338N laal) agils Jslad duay) M,y 175

Z =1/5-172=0.46
29
,JZ_O 06772 03228
{ _r=175
Mz = 172

(05 = == 5= 64845971)

(b)
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Example — cont &b - J&a

a) Find the probability that if an individual man is
randomly selected, his weight is greater than 175 Ib.
DS A3y Sy ¢l gde JSy a8 Jay JLEA) AT 1) Al Juaial ge Gal ()

M 175 (e
P(x > 175) = 0.4602

b) Find the probability that 20 randomly selected men
will have a mean weight that is greater than 175 Ib
(so that their total weight exceeds the safe capacity
of 3500 pounds).
o S) (g damgia Ll pdie b JUERN a3 M 20 s (1S ¢ Jlaia) 29 (2
(Jh 3500 Ada¥) 338l MaaY) agiy Jotadh duay) M, 175

P(X> 175) = 0.3228

It is much easier for an individual to deviate from the
mean than it is for a group of 20 to deviate from the

mean. ‘ ;
& 2y O A e ) (a
Ll e Gl A 20 (e As ganal Agle LS Laa (Jay

Interpretation of Results gl juwds

Given that the safe capacity of the water taxi is 3500
pounds, there is a fairly good chance (with probability
0.3228) that it will be overloaded with 20 randomly
selected men.
Aligd ¢ Jh ) 3500 ALs Avilall 3 al) @l e AlaY) dad) o A Bl
20 pe 1) J8& Leliaat & b (0.3228 Jlaia) ga) La s ) Baa dua b
(o gdie Sy ab JUEA) & Sl
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Correction for a Finite Population
OlSd) (pa 3 gaaa da] mausual

When sampling without replacement and the sample
size n is greater than 5% of the finite population of
size N (that is, n > 0.05N ), adjust the standard
deviation of sample means by multiplying it by the
finite population correction factor:

Adall ana g Jladu) (92 Adal) ¢S ladien LSl a 75 e sS)
axall (e cpaaaaliN (0.05 <> ¢ IN) (s baall Gl A Japa) ¢
ragiaall QL) puaat Jalay W g (ask o8 Adall

c N —n

TIN-1
L |

Ox

finite population
correction factor
Sl (pa 2 gdaa d3s

reasail) Jalza
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Recap 4ada
In this section we have discussed:
% Central limit theorem.
“ Practical rules.
% Effects of sample sizes.
% Correction for a finite population.
TLLEBU andl) 138 b
(g IS all aall 4y s
Alaat) 2 681
lial) alaa) G
LOSd) (pa 3 gaaa dar] gl
Key Concept i) aggdall
This section presents criteria for determining whether
the requirement of a normal distribution is satisfied.
The criteriainvolve visual inspection of a histogram to

see if it is roughly bell shaped, identifying any outliers,
and constructing a graph called a normal quantile plot.

N al Bl giaee adal) &l cilataia CulS 13) L paadl julaa adl) 138 adb
ol JS& LS 1) Le 48 jral ALl a il g el aadll julaal) el
Ak 4348 B pal 34 (S0 (Al ey slid) g ¢ A8 lalial) 4l (gf daag ¢ Ly A
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Definition < as
A normal quantile plot (or normal probability plot) is a graph
of points (x,y), where each x value is from the original set of
sample data, and each y value is the corresponding z score
that is a quantile value expected from the standard normal
distribution.
¢ (0@ ¢ o) DA Sl any (A (Asrpadal) Lllaial) 3 pa) gal) gf) Balinall 4past) 3 al gall
Aaiil) & o dad IS5 ¢« Adad) il Aslal) de ganall (1o g dasd S G580
2 bl sl 350 (on A e S A 0 ) ALY

Procedure for Determining Whether It Is Reasonable to Assume
that Sample Data are From a Normally Distributed Population
JSdy (e Jgall Gl (e Al iy O () 580 J ginall e (S 1) La paail ¢ s

1. Histogram: Construct a histogram. Reject normality
if the histogram departs dramatically from a bell
shape.

il S 3] Aalal) ANl (b ) | g ) SEN g paal) sl 2 ) SEN gz saal) 9
onal) S (e S JSidy iy (Sl

2. Outliers: Identify outliers. Reject normality if there is

more than one outlier present.
ST Ly (S 1) Adal) Alal) (b ;48 aial) adll) apaa 14D jhial) a8 2
. palal) palal) aslg o

3. Normal Quantile Plot: If the histogram is basically
symmetric and there is at most one outlier, use
technology to generate a normal quantile plot.

AUy S g ubat) B Milaia Al ) IS 1Y) tAmds 40aS B el 5e .3
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Procedure for Determining Whether It Is Reasonable to Assume
that Sample Data are From a Normally Distributed Population
J8iy (e Jsall Sl (e Al il ¢ Gl 381 J ginall G S 1) Le aail ¢) j)

3. Continued -

Use the following criteria to determine whether or not the
distribution is normal.

Normal Distribution: The population distribution is normal if
the pattern of the points is reasonably close to a straight
line and the points do not show some systematic pattern
that is not a straight-line pattern.

&l .3
N al Gads a5 i) (S ) La dpaasil L0l el adic)

iy

B (n ) gia S5y Uy B LA Jaad 4 1) Ul Sl a1 (55 2 pmaal] o
casiicce Jod haad Jiag Y (oA cagial) haall) (lany Ll g5 Y g auiicia

Procedure for Determining Whether It Is Reasonable to Assume
that Sample Data are From a Normally Distributed Population
b IS e 5 gal) lSad) (e ) il o Gl 380 O ginal) (e S 13) La paail ¢

3. Continued

Not a Normal Distribution: The population distribution is not
normal if either or both of these two conditions applies:

The points do not lie reasonably close to a straight line.

The points show some systematic pattern that is not a straight-

line pattern.
&G 3
8 Ol ) ol (e ) QS 1Y) s 8 OS] 2385 1l e

Asices ba hal (ol Lagia Uaad Ll8il) s
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Example J

dN 9

10 9 "
000 9 /
10 9

" .
g 4 (0 1

Frecgpeency
= - -

1) Score

300 9

Normal: Histogram of IQ scores is close to being bell-
shaped, suggests that the IQ scores are from a normal
distribution. The normal quantile plot shows points that
are reasonably close to a straight-line pattern. It is safe
to assume that these IQ scores are from a normally
distributed population.

Al o ¢ uoa JSA S A sS (e g 8 oS il Al (bl an ) 1 gale
Il dgalad) 4past) 3 palgal) ygdii | il a5 et Cra A SLSA) Jana cila 3 ¢
Juala cla a o ol 38 Gl (e aliess bl haad (e J gl JSd Ay 8
(b JSG 48 §ga 48 gada (4 (A 028 LS
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Example Jt

100 9 ,....o‘

W
00 1 >

Uniform: Histogram of data having a uniform distribution.
The corresponding normal quantile plot suggests that the
points are not normally distributed because the points
show a systematic pattern that is not a straight-line
pattern. These sample values are not from a population
having a normal distribution.

AL Lpndal) 4pasll 5 yal gl padi da ga a9 cild lilall Al an ) saliiia
i Jaai ul Unge Unad gl WG o ks J0y Wy gy ¥ BaGE ¢ )
(bl il agal cpdl) Gl O Gl e addl) 08 adiicee
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Example Jia

10 1,4

T Y
!

000 9

Monday Ralnla (in )

Skewed: Histogram of the amounts of rainfall in Boston
for every Monday during one year. The shape of the
histogram is skewed, not bell-shaped. The
corresponding normal quantile plot shows points that
are not at all close to a straight-line pattern. These
rainfall amounts are not from a population having a
normal distribution.

ale A ¢t a9 JS 8 Glamigy (B JUaaY) J ol cilpasd (il a1 ada
Azasl) B palgall HgdiE (o JS Ao Gy ¢ diada bl sl JS4 L aa
CilaS | axfliie Jad Jaad (pa (YY) Ao A B cund Al L) AL8Al) Appdal)

(b 26 agudl Gadl) LSl G Cund 03a jUadd)
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Manual Construction of a Normal Quantile Plot
doale das B sal gal ¢ sl oLl

Step 1. First sort the data by arranging the values in
order from lowest to highest.

Step 2. With a sample of size n, each value represents a
proportion of 1/n of the sample. Using the
known sample size n, identify the areas of
1/2n, 3/2n, and so on. These are the
cumulative areas to the left of the
corresponding sample values.

Step 3. Use the standard normal distribution (Table A-2
or software or a calculator) to find the z
scores corresponding to the cumulative left
areas found in Step 2. (These are the z scores
that are expected from a normally distributed
sample.)
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ALtaa

(Al g el ) i 1 Juls J gandl) bl galad) a9l addini) 3 3 ghadl)
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Manual Construction of a Normal Quantile Plot
doale daas B sal gal ¢ sl L)

Step 4. Match the original sorted data values with their
corresponding z scores found in Step 3, then
plot the points (x, y), where each x is an
original sample value and y is the
corresponding z score.

) aa W8 a1 Alal) i) ad Alaa B 4 5 shillz L AL
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Step 5. Examine the normal quantile plot and determine
whether or not the distribution is normal.

Nl Gnds 2056301 S 13) La aa g Salinal) 4ast) 3 jal sal) (and 5 5 gladll
Ryan-Joiner Testadll gb, sl

The Ryan-Joiner test is one of several formal tests of
normality, each having their own advantages and
disadvantages. STATDISK has a feature of Normality
Assessment that displays a histogram, normal quantile
plot, the number of potential outliers, and results from
the Ryan-Joiner test. Information about the Ryan-Joiner
test is readily available on the Internet.
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Data Transformations <l <y gasd

Many data sets have a distribution that is not normal,
but we can transform the data so that the modified
values have a normal distribution. One common
transformation is to replace each value of x with log (x
+ 1). If the distribution of the log (x + 1) values is a
normal distribution, the distribution of the x values is
referred to as a lognormal distribution.
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Other Data Transformationss_aY) clitul) ey gas

In addition to replacing each x value with the log (x + 1),
there are otheptransformations, such as replacing each
x value with + X% or 1/x, or x2. In addition to getting a
required normal distribution when the original data
values are not normally distributed, such
transformations can be used to correct other
deficiencies, such as arequirement (found in later
chapters) that different data sets have the same
variance.
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Recap 4eada

In this section we have discussed:
% Normal quantile plot.

< Procedure to determine if data have a normal
distribution.
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