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CHAPTER 7: Using Sample Statistics To Test Hypotheses
About Population Parameters:

In this chapter, we are interested in testing some
hypotheses about the unknown population parameters.

7.1 Introduction:

Consider a population with some unknown parameter 0. We
are interested in testing (confirming or denying) some
conjectures about 6. For example, we might be interested in
testing the conjecture that 0 > 0,, where 6, is a given value.

* A hypothesis is a stalement about one or more

populations.

e A research hypothesis is the conjecture or supposition
that motivates the research.

e A statistical hypothesis is a conjecture (or a statement)
concerning the population which can be evaluated by
appropriate statistical technique.

* For cxample, if © is an unknown parameter of the
population, we might be interested in testing the
conjecture sating that 6 > 0, against 0 < 0, (for some
specific value 0,).

e We usually test the null hypothesis (H,) against the
alternative (or the research) hypothesis (H;, or Hy) by
choosing one of the following situations:

(1) Ho: 0=0, against Hx:0%0,
(i1) H,: 020, against Hy: 0 <6,
(ili)) Hy:0<0, against H,:0>0,

» Equality sign must appear in the null hypothesis.

* H, is the null hypothesis and H, is the alternative
hypothesis. (H, and H, are complement of each other)

* The null hypothesis (H,) is also called "the hypothesis of
no difference".

¢ The alternative hypothesis (H,) is also called the research
hypothesis.
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e There are 4 possible situations in testing a statistical

hypothesis:
Condition of Null Hypothesis H,
(Nature/reality)
H, is true H, is false
Possible | Accepting H,, | Correct Decision| Type Il error
Action (B)
(Decision) | Rejecting H, | Type lerror | Correct Decision
(o)

e There are two types of Errors:
c Type I error = Rejecting H, when H,, is true
P(Type I error) = P(Rejecting Ho | Ho is true) = o
o Type Il error = Accepting Ho when Ho is false
P(Type Il error) = P(Accepting Ho | Ho is false) = 3

e The level of significance of the test is the probability of
rejecting true H,:
a = P(Rejecting H, | H, is true) = P(Type I error)

e There are 2 types of alternative hypothesis:
o One-sided alternative hypothesis:
- Hp: 620, against Hu: 0 <0,
- Hp: 0 <0, against Hx: 0> 0,
o Two-sided alternative hypothesis:

- Hp:0=0, against Hu: 0 # 0,

e We will use the terms "accepting” and "not rejecting”
interchangeably. Also, we will use the terms "acceptance”
and "nonrejection" interchangeably.

e We will use the terms "accept" and "fail to reject”
interchangeably

The Procedure of Testing H, (against H,):
The test procedure for rejecting H, (accepting Hy) or
accepting H, (rejecting H,) involves the following steps:

LKing Saud University m Dr. Abdullah Al-Shiha ]
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1. Determining a test statistic (T.S.)

We choose the appropriate test statistic based on the point
estimator of the parameter.

The test statistic has the following form:

Estimate — hypothesized parameter

Test statistic =
Standard Error of the Estimate

2. Determining the level of significance (o):
o =0.01, 0.025, 0.05, 0.10
3. Determining the rejection region of H, (R.R.) and the
acceptance region of H, (A.R.).
The R.R. of H, depends on H, and «:
* H, determines the direction of the R.R. of H,
e o determines the size of the R.R. of H,
(o = the size of the R.R. of H, = shaded area)

a2 \ @2 @ l-a
T Ty AR. of H RR. R.R. AR. of H
of e e S He g of Hy of Hg ot to
Two-sided alternative | One-sided alternative One-sided alternative

4. Decision:

We reject H, (and accept H,) if the value of the test

statistic ('1.5.) belongs to the R.R. of H, , and vice versa.
Notes:
I. The rejection region of H, (R.R.) is sometimes called "the
critical region".
2. The values which separate the rejection region (R.R.) and the
acceptance region (A.R.) are called "the critical values".

7.2 Hypothesis Testing: A Single Population Mean (n):
Suppose that X, X», ..., X, is a random sample of size 1
from a distribution (or population) with mean i and variance o~
We need to test some hypotheses (make some statistical
inference) about the mean ().

[ King Saud University 127 Dr. Abdullah Al-Shiha ]
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Chapter 7 : Testing Hypothesis about population mean(u):

Hypothesis Hoilt =)o Hg!l Sq Hob 2 o
o Ha:lt #Up Harld >y Hail < g
First Case o is known; Normal or [Non-normal Distribution(n >30)]
Test Statistic P
(T.S.) a/\n o
Rejection r\
Reglgn{R.R) b N o i

Acceplance

A.R. of Hg

«
AR . of Hy {

R.R.

e L RR

Region(A.R) Z, o ofHo|| MH —Z,_,
Reliability Coefficient “Ligz OF Zygpn L1 “Ziq
Decision : Reject Hy (Accept Hy) at the significant level a if :

Reject H, if the

following condition L>Zy.0p {>Zq L8~ Tyy
satisfies 0rZ2<-2y4n (one - Sided Test) {one - Sided Test)

Second Case

o is unknown; Normal ,n <30 (small)

Test Statistic & =
l'es i #0’ B e
(T.S.) S/Nn

Rejection

Region(R.R) 1= g

& a
Acceplance AR of fl,
Region(A_.R) R R
of Hy -—-tl_a

Reliability Coefficient tia/z OF tian ' tia e
Decision ; Reject Hg (Accept Hp) at the significant level a if :
Reject H, if the
Following condition T>tiap
satisfies orT<-tiqp2 T hs T4 tq

(Two — Sided Test)

{one - Sided Test)

(one — Sided Test)

Special Case

o is unknown;

Non-Normal,n >30 (Large)

Test Statistic
{1.8.)

Z_X—,uﬂ
_S/sfﬁ’

Rejection Region

Use the same R.R & A.R as in First Case(Z Case)
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Example: (first case: variance ¢ is known)

A random sample of 100 recorded deaths in the United States
during the past year showed an average of 71.8 years. Assuming
a population standard deviation of 8.9 year, does this seem to
indicate that the mean life span today is greater than 70 years?
Use a 0.05 level of significance.

Solution:

17=100 (large),

0 =8.9( oknown)

X=71.8, 0=8.9 (o isknown)

w =average (mean) life span

u.=70

o =005

~

1) Hypotheses:

Ho: u £ 70 (uo=70)
Ha: p >70 (research hypothesis)
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Ho: n <70 (uy=70)

Ha: u>70  (research hypothesis)
Test statistics (T.S.) :

X~y 718-70 _

TN YN T i
Level of significance:

a=0.05
Rejection Region of H, (R.R.): (critical region)

= L ==2yp5=1.645 (critical value)

We should reject H, if:

Z> -7 o ==Z00s=1.645

0.95 0.05

i

AR ofHo 1645 RR.
of Hy

= Zu 3'20_053 1.645

Decision:
Since 7Z=2.02 eR.R., ie, 7=2.02>-Zy0, we reject

Ho:p<70 at o=0.05 and accept Ha:pu>70. Therefore, we conclude
that the mean life span today is greater than 70 years.

Note: Using P- Value as a decision tool:
P-value is the smallest value of o for which we can reject
the null hypothesis H,,.
Calculating P-value:
* Calculating P-value depends on the alternative hypothesis
Hy.

* Suppose that z. =%‘l§£- is the computed value of the test
a H

Statistic.
* The following table illustrates how to compute P-value, and
how to use P-value for testing the null hypothesis:
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Alternative Hypothesis: | HA: u #po HA: p>po  [HA:p<po
P - Value 2XP(Z>|Zc]) |P(Z>Z¢) P(Z>7¢)
Significance Level = a
| Decision Reject Ho if P-value < q.
Example:
FFor the previous example, we have found that:
b WYY
a/\n

The alternative hypothesis was HA: 1 > 70.
P~Value= P (7> Z¢)
w L2 202)= I+ P(ZK 202)= 1- 09783 = 00217
The level of significance was a = 0.05.
Since P-value £ «, we reject H,,.

Example: (second case: variance is unknown)

The manager of a private clinic claims that the mean time of the
patient-doctor visit in his clinic is 8 minutes. Test the hypothesis
that 12 =8 minutes against the alternative that 1 # 8 minutes if a
random sample of 25 patient-doctor visits yielded a mean time
of 7.8 minutes with a standard deviation of 0.5 minutes. It is
assumed that the distribution of the time of this type of visits is
normal. Use a 0.01 level of significance.

Solution:

The distribution is normal.
.7 =25 (small)
X =78
5=0.5 (sample standard deviation): ¢ is unknown
© = mean time of the visit, «=0.01
Hypotheses:
Hy: 1 =8 (4 ~=8)
Hat - # 8 (research hypothesis)
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Test statisties (T.S.):
7 X — uy _78-8
© §/¥n 05425

df=v =n-1=25-1= 24

Level of significance:
a =0.01, 0/2=0.005,1- @/2=0.995
Rejection Region of Ho (R.R.): (critical region)
b ™8 g™ A TH7
We should reject Ho if:
T<tiszoor T>= ti.n

Decision:

Since T=-2 €A.R,,, we accept Ho: =8 at a=0.01 and reject
Ha: u # 8. Therefore, we conclude that the claim is correct.

0.005 0.99 0.005

A.R. of Hg

R- R' e i S oy ki R. R-
of He L a2 Lo Gu.

Note:

For the case of non-normal population with unknown variance,
and when the sample size is large (n >30), we may use the
following test statistic:

Z:}?“#o
S/n’

That is, we replace the population standard deviation (o) by the
sample standard deviation (S), and we conduct the test as
described for the first case.
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7.3 Hvpothesis Testing: The Difference Between Two
Population Means: (Independent Populations)
Suppose that we have two (independent) populations:

e 1-st population with mean y, and variance o,

* 2-nd population with mean p, and variance o,

* We arc interested in comparing p; and u, or
equivalently, making inferences about the difference
between the means (p—p1,).

* We independently select a random sample of size », from
the 1-st population and another random sample of size n,
from the 2-nd population:

o Let X, and S’ be the sample mean and the sample
variance of the 1-st sample.

* Let X, and S; be the sample mean and the sample
variance of the 2-nd sample.

* The sampling distribution of X, -X, is used to make
inferences about p,—1,.

We wish to test some hypotheses comparing the population
means.
Hypotheses:
We choose one of the following situations:

(i)  Hopi=py against Ha:py #

(ii) Tl py =2 p; against Hp:py <y

(iii) Ho: p) <y against Ha:p, >,
or equivalently,

(1)  Hep-p2=0 against Ha:py - up#0

(1) He: py=p2 20 against Ha:py - py <0

(i) Hg: pi-pp <0 against Hy: U=t >0
Test Statistic:
(1) First Case:

For normal populations (or non-normal populations with

large sample sizes), and if of and o3 are known, then the test
statistic is:

[ King Saud University 4_]’355 Dr. Abdullah Al-Shiha ]
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s y‘_i{m N(O.1
of o TNOD
n,on,

(2) Second Case:
For normal populations, and if o} and ¢? are unknown but
equal (of=c?=0"), then the test statistic is:

e

[¢2 ¢z ~ tn+tny-2)
A N
\’ o n
where the pooled estimate of o° is
2 _(m =S +(n, —1)S3
and the degrees of freedom of Sf, is df= v=n+n,-2.

S

L King Saud University m Dr. Abdullah Ai—f%hihaj
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Testing Hypothesis about difference between two
population means (1;- 1) : (Independent population)

HypothESiS Ho:].ll -;12=O Hafu} -y S 0 Ha:uj{ - M 20
Haipy -pp#0 Haip -2 > 0 Haipty - < 0
First Case af , oF are known
P N(0,1)
Test Statistic (T.S.) } o? . o2
J ny Ny
Rejection 5 £y
Region(R.R) $ i : 1—wr\\
. & 5 . H N\
| Acceptance AR. of Hy rr || RR 3 L.
Region(A.R) Zyq OfHo|| OfHo —Z, .
Reliability Coefficient Ziasz OF Zygp Liin Lo
Decision : Reject Hgy (Accept H,) at the significant level a if :
Reject Hq if the o
following condition 2>Zyqp Vi S0 L%~Ty
satisfies <=2 (one - Sided Test) ‘ (one — Sided Test)
orZ 1-a/2 ] -
Second Case af , o are unknown butequal (67 = o7 = o?)
Test Statistic (T.S.) - X, X, 2 (n, = 1)S§ + (n, - 1)S3
2 5 . e ny + oy 2
5, 5%
np m

Rejection N

Region(R.R) 1~ ﬁ’\

2 1= . N\
Acc.eptanceh AR. of Hy AR. of Hy \ |
Region(A.R) RR RE

ti—a of Ho — ~tq
Reliability Coefficient tiaz OF tios } i iy
Decision : Reject Ho (Accept Hy) at the significant level a if
Reject Hy if the
Following condition T> tianz
satisfies orT<-tyan Tt Tt
(Two —sided test) {one - Sided Test) _{one —Sided Test)
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Example: (o7 , o are known)

Researchers wish to know if the data they have collected
provide sufficient evidence to indicate the difference in mean
serum uric acid levels between individuals with Down's
syndrome and normal individuals. The data consist of serum
uric acid on 12 individuals with Down's syndrome and 13
normal individuals. The sample means are

i |

X

4.5 mg/100ml
3.4mg/100ml

i

Assume the populations are normal with variances

g &
of =1.5

. Use significance level «=0.05.
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Solution:

K = mean serum uric acid levels for the individuals with
Down's syndrome.

U = mean serum uric acid levels for the normal individuals.

m =12 X =45 of=l
ny =15 X,=34 o3=1.5.
Hypotheses:
Hy: py = pp against Ha: py # po
or
Ho: ty—p2 =0 against Hatipy - pp 20
Calculation:
a=0.05

Z(;jj = 1.96 (Pt critical value)
~Zors=-1.96 (2™ critical value)
Test Statistic (T.S.):

> S — =2.569
2 2 1
o, % \/ﬁﬁw 1.5
nooon, 12 15
0.95
0.025 0,025
-
R.R. AR.of H R.R.
of Hg Zarn < a2 Of Hgy
Z0.025 - Z20.025
«1.96 1.96
Decision:

Since Z=2.569 eR.R. we reject H,: p=p, and we accept
(do not reject) Ha: 1, # py at a=0.05. Therefore, we conclude
that the two population means are not equal.
Notes:
1. We can easily show that a 95% confidence interval for (4~
Ha) 1s (0.26, 1.94), that is:
0.26<M[ "‘}l2<] 94

L King Saud University i Dr. Abdullah Al-Shiha w
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Since this interval does not include 0, we say that 0 is not a
candidate for the difference between the population means (u,-
1), and we conclude that (-0, i.e., W#1s. Thus we arrive
at the same conclusion by means of a confidence interval.
2. P=Value=2xPZ > Z.)

= 2P(Z > 2.57) =21 - P(Z < 2.57)] = 2(1- 0.9949) = 0.0102
The level of significance was o = 0.05.
Since P-value < «, we reject H,,.

Example: (¢! =c}=0" is unknown)

An experiment was performed to compare the abrasive
wear of two different materials used in making artificial teeth.
12 pieces of material 1 were tested by exposing each piece to a
machine measuring wear. 10 pieces of material 2 were similarly
tested. In each case, the depth of wear was observed. The
samples of material 1 gave an average wear of 85 units with a
sample standard deviation of 4, while the samples of materials 2
gave an average wear of 81 and a sample standard deviation of
5. Can we conclude at the 0.05 level of significance that the
mean abrasive wear of material 1 is greater than that of material
27 Assume normal populations with equal variances.

Solution: _
Material 1| material 2
=12 12;=10
X,=85 X,=81
i Slﬂ-""q- SQ:’S
Hypotheses:
HG: H -1 | 27)
Ha: py > o
Or equivalently, 0.95 0.05
Ho: Hi=Hp S 0
: Ha: Hi—H2 >2 £ AR. of i{c, t R.R.
Calculation: =°170.?25 of Hy
a=0.05 :

[ King Saud University m Dr. Abdullah Al-Shiha }
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(n, = DS} + (n, - 1)S)

3=
n+n;—2
12 « 1)4% 4 (18— 15"
ot )_ ( ) = 20.05
124102

Reliability Coefficient:

df =v=12+10-2 =20

=005 === 1-a=0.95 ------- tica™ Yods ™ L7295

Test Statistic (T.S.):

X=X, 85 — 81 -
s o 2005 2005
J'éf—+§ﬁ J 1z *710
n Ny

Decision:

Since T=2.09 €R.R. (T=2.09 > to.95= 1.725), we reject Ho
and we accept Ha: p,—p,>0 (Ha: 1,> p,) at a=0.05.
Therefore, we conclude that the mean abrasive wear of
material 1 is greater than that of material 2.
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7.4 Paired Comparisons:

Paired T-Test :

- In this section, we are interested in comparing the means of
two related (non-independent/dependent) normal

populations.

- In other words, we wish to make statistical inference for the
difference between the means of two related normal populations.
- Paired t-Test concerns about testing the equality of the

means of two related normal populations.

Examples of related populations are:

. Height of the father and height of his son.
. Mark of the student in MATH and his mark in STAT.
. Pulse rate of the patient before and after the medical treatment.

4. Hemoglobin level of the patient before and after the
medical treatment.

e b

Test procedure:
Let

X: Values of the first population
Y: Values of the Second population
D: Values of X — Values of Y
Means :
1= Mean of the first population
1= Mean of the Second population
pp =Mean of X —Meanof Y  (pp=p, - pz)

o YRS



Confident Interval and Testing Hvpothesis about difference between
two population means (py-p; - py) : (Dependent/Related population)

Calculate the
following
Quantities

® The difference (D-observation): D; = X; - Y,

ot ' 7 .
& Sample mean of the D-Observations : D = él”—i—f‘}—‘

® Sample Variance §2

= z?w1(Dl'" 5)2

n-1

® Sample Standard Deviation S, = \/-5?

N 1 e 1 S—

Confident Interval for Hp = MUy - U

100(1-0)% 5 & @ ... .
Confident Interval b+ Q%Fﬂ- , df =n—1
for o
Testing Hypothesis for pg = py - 4,
HotH1 -1,=0 Hoti -1, <0 Hotty - 1220
Hypothesis Hasbl -pts#0 Hailty -4z > 0 Hatpy - 1< 0
Or Or Qr

Ho:lo= 0 vs Hatpp# 0

Ho:HpS 0 vs Haipp> 0

Test Statistic
1 {T.5.)

T=

T

Sp/Nn’

df =v=n-1

Hoitto2 0 vs Hactto < 0

Rejection
Region(R.R)
&
Acceptance
Region(A.R)

l—a

Reliability Coefficient

tiaz OF tian

ti~u

Decision :

Reject Hy if the
Following
condition satisfies

Reject Hg (Accept H,) at the significant level a if

T > tl.qlfz
orT <- tl-(xfz

(Two ~sided test)

T > tl.q
(one —Sided Test)

T < - tl.q
{one - Sided Test)
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Example:

Suppose that we are interested in studying the effectiveness of a
certain diet program on ten individual . Let the random variables X and Y given as

following table :

Individual(i) 1 2 3 4 5 6 7 8 10
Weight before (X;) | 86.6 | 80.2 | 91.5 | 80.6 | 82.3 | 81.9 | 88.4 | 85.3 | 83.1 | 82.]
Weight After (Y)) 79.7 | 859 | 81.7 | 82.5 | 779 | 85.8 | 81.3 | 74.7 | 68.3 | 69.7

Find :

1) A 95% Confident Interval for the difference between the mean of weights before the
diet program () and the mean of weights afler the diet program ().
[ Mo = M - K]

2) Does the data provide sufficient evidence to allow us to conclude that the diet is
good? Use « =0.05 and assume population is normal .

Solution :

I-st population (X) = the weight of the individual before the diet program.

2-nd population (Y)= the weight of the same individual after the diet program.

We assume that the distributions of these random variables are normal with
means j and pa . respectively.

These two variables are related (dependent/non-independent)because they are measured
on the same individual.

i Xi Yi D=Xi-Y,

1 86.6 79.7 6.9

2 80.2 85.9 87

3 915 81.7 98

4 80.6 825 -1.9

5 823 77.9 4.4

6 81.9 858 a9

Vi 88.4 813 7.1

8 85.3 74.7 10.6

9 83.1 68.3 148
10 201 69.7 124
sum Tx =842 Yv=7875 Y =545
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First, we need to calculate :

Sample Mean:
P LI
n 10
Sample Variance :
“n _Fin2 RE 2 - - 24, - ¢
53 = Lm,(:.)fl D) _ (69-5.45)*+(~5.7 5;153: ......... +(124-548)° _ () an

Sample Standard Deviation: Sp = \/35 =+/50.33 = 7.09
Reliability Coefficient @ty :
a=0.05 ------ 1 -0.05/2 =1-0.025=0.975 (df=10 -1=9)
tiw2 = toors =2.262

Then 95% Confident Interval for pp =y - 1y

D+t

Sl

a
e

7.09
545+ 2.262 —

V10
5.45 £ 5.0715

(5.45-5.0715, 545+ 5.0715)
(0.38,10.52)

0.38 < pp < 10.52
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2)Does the data provide sufficient evidence to allow us to conclude that
the diet is good? Use « =0.05 and assume population is normal .

Diet is good means --- weight after will be less than weight befor.
Solution:

wi= Mean of the first population

u2= Mean of the second population

pp “Mean of X —Meanof Y  (Up= ;- 1)
Hypothesis :

Hg: <y, vs Haip >y,

or Ho! -2 =0 vs Halpy- no>0
or Ho: up =0 vs Haipp >0
Test Statistic:

D =545, Sy =7.09,n =10

b 5.45
% 0

a=0.05 ---uv 1-0=10.95 ----- t;.,=1)45=1.833 (df=n-1=9)
Reject Hyif T>t,,

245> 1.833 (condition satisfied )
Then reject Hy and accept Ha: > o

So, we have a good diet program .
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7.5 Hypothesis Testing: A Single Population Proportion (p):

In this section, we are interested
hypotheses about the population proportion (p).

Population

Type A

Success
Type B

Failure

Recall:

in testing some

Sample
of Size n

Type A
X

Type B

n-Xx

e p = Population proportion of elements of Type A in the

population

_no. of elements of type A in the population

Total no. of elements in the population

A

p=— (N = population size)

N
e .n=gsample size

e X =no. of elements of type 4 in the sample of size .
e P = Sample proportion elements of Type 4 in the sample

no. of elements of type A in the sample

b= ‘ :
no. of elements in the sample
g A& _ _
B s (n=sample size=no. of elements in the sample)

~

e P isa"good" point estimate for p.
e For large n, (n 230, np > 5), we have

[ King Saud University i 145 |;
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Test Procedure:( Py is known number)

Example:

Hypothesis Ho:P =Py Ho:P 2 Py
HA:P ¢P0 HA:P < pg
Test Statistic
(T.S.) Z o =1-po
Rejection %
Region(R.R) g ol
& |
al2 /2 ! a
Acceptance e I . { AR of Hu\
3 : RR :
! Region(A.R) oo —7 o P | ofHo —7, .
g & ‘:
Reliability Coefficient Ziaz OF Zygz y = A
Decision : Reject Hy (Accept H,) at the significant level a if :
Reject Hp if the
following condition Z>2y a2 2>y L<-Zyqy
satisfies 0rZ < - zl-a,fz (one - Sided Test) {one - Sided Test)

A researcher was interested in the proportion of females in the population
of all patients visiting a certain clinic. The researcher claims that 70% of
all patients in this population are females. Would you agree with this

claim if a random survey shows that 24 out of 45 patients are females?
Use a 0.10 level of significance.

Solution:

p = Proportion of female in the population.

.n=45 (large)

X=no. of female in the sample = 24
P = proportion of females in the sample
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p= L
45

n

70
Po= 1—00- =0.7
a=0.10
Hypotheses:
Ho:p=0.7 (p,=0.7)
Ha:p#0.7
[evel of significance:
a=0.10

Test Statistic (T.S.):

R

_0.5333-0.70 _

1(0.7)(0.3)
45
Rejection Region of H, (R.R.):
Critical values:
L o=Zo 95~ —1.645
-7 aly —Zg_o_s: 1.645
We reject H, if:
LX L wr=2g05= —1.645
or
> - Z,wﬂg“—“ —Zg_()s: 1.645

\/ Po(1-p,)

—-2.44

0.05 i 0.05

.“-;'.'.u'... - [t R. -
of Hy < @f2 7 a2 o:RH,,
- 1.645 1.645

Zajg = Zg,05= ~1645
Decision:
Since Z= ~2.44 eRejection Region of H, (R.R), we reject

L King Saud University d 1 4;5 Dr. Abdullah Al-Shiha J
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Hy:p=0.7 and accept Hp:p #0.7 at a=0.1. Therefore, we do not
agree with the claim stating that 70% of the patients in this
population arc females,

Example:

In a study on the fear of dental care in a certain city, a
survey showed that 60 out of 200 adults said that they would
hesitate to take a dental appointment due to fear. Test whether
the proportion of adults in this city who hesitate to take dental

appointment is less than 0.25. Use a level of significance of
0.025.

Solution:

p = Proportion of adults in the city who hesitate to
take a dental appointment.

=200 (large)

X= no. of adults who hesitate in the sample = 60

P = proportion of adults who hesitate in the sample
S _X_60

n 200

pe=0.25

a=0.025
Hypotheses:

Hy:p2025 (p,=0.25)

Ha: p<0.25 (research hypothesis)
Level of significance:

o=0.025
Test Statistic (T.S.):
s - 03-025 . s
2o(l-py) \ﬁ(@c_ozs)
\ n 200

Rejection Region of H, (R.R.):
Critical value: Z .= Zps=-1.96
Critical Region:
We reject Hy if: Z < Z .= Zooos= —=1.96

LKing Saud University m Dr. Abdullah Al-Shiha J
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0.975
0.025

A.R. of Hg

St Zo =-196
Za=2Zygp5 =196
Decision:
Since Z=1.633eAcceptance Region of H, (A.R.), we
accept (do not reject) H,: p = 0.25 and we reject Ha: p < 0.25 at
o=0.025. Therefore, we do not agree with claim stating that the

proportion of adults in this city who hesitate to take dental
appointment is less than 0.25.

7.6 _Hypothesis Testing: The Difference Between Two
Population Proportions (p;—p:):

In this section, we are interested in testing some
hypotheses about the difference between two population
proportions (p;—pa).

1-st Population

1-st Random Sample

of szie =ny
Type A
Others T Others
n,-X
| |
Sl Rt independent
. -nd Random Sample I
2-nd Population of szie =N Samples

Type A

Others

Suppose that we have two populations:
e .p1 = population proportion of the 1-st population.
* _p> = population proportion of the 2-nd population.
e We are interested in comparing p; and ps, or equivalently,
making inferences about p;— ps.
e We independently select a random sample of size »; from

[ King Saud University m Dr. Abdullah Al-Shiha ]
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the 1-st population and another random sample of size »,
from the 2-nd population:

¢ Let X; =no. of elements of type 4 in the 1-st sample.

* Let X, = no. of elements of type A in the 2-nd sample.

e P = i the sample proportion of the 1-st sample
n
i . 4 : .
® p, === =the sample proportion of the 2-nd sample
5
The sampling distribution of p, - p, is used to make
inferences about p;— p».
For large #; and n,, we have
7 Pr1=P2)=(p = p2)
P14 4225
\! m My

gl

L ]

~N(0,1) (Approximately)

Hypotheses:

We choose one of the following situations:
(i) Hoipi=po against Ha:p:#ps
(i) Hy:pi2p; against Ha:p; <p;
(iii) Hgy: p; <p; against Ha: p, > ps

or equivalently,
(i) Hg:pi=p2=0 against Ha:py - p2#0
(1) He:pi-p220 against Ha:p - p2 <0
(1)) Hepi=p2<0 against Ha:py - pa>0

Note, under the assumption of the equality of the two population
proportions (Hy: p1= pr= p), the pooled estimate of the common
proportion p is:
N . &
p=1t2
1y +n,
The test statistic (T.S.) is

(7=1-p)

LKing Saud University <: 150 > Dr. Abdullah Al-Shiha }
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Test Procedure:
Hypothesis Ho:Py-P,=0 Ho: P1- P> <0 | Ho:Py-P; 20
HAIPl“P2¢0 HA:p]_-p2>0 : HA:Pi'P?<O
Test Statistic Py — P2 ' X+ X,
T.8 Z = , Pooled proportion: p = ————~
(T.S.) — n
Pd, Pq By, ok Tty
n; Ny
where Tq=1-p
Rejection
Region(R.R) £t 1—-a
& a/2 /2 . a ‘
Acceptlance b A.R. of Hy - AR of Hy
egion(/ e : RR -
Region(A.R) oy —7 & 7 o OTH Z,_. ofHe|| ©fHo -7, ,
1""?‘ 1"‘"2‘ i
Reliability Coefficient Ziafz OF Zyap i fy S
| Decision : Reject Hy (Accept H,) at the significant level a if :
| Reject Hq if the
| following condition Z>Z1qp L850 P 2 ST
satisfies OF 2 S zi-ujz (one - Sided Test) {one — Sided Test)

Example:

In a study about the obesity (overweight), a researcher was interested in comparing the
proportion of obesity between males and females. The researcher hag obtained a random
sample of 150 males and another independent random sample of 200 females. The following
results were obtained from this study.

n Number of obese people(X) |
Males 150 2 1,,% ;
Females 200 48

Can we conclude from these data that there is a difference between the proportion of obese
males and proportion of obese females?

Use a = 0.05.
Solution

-151-
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.p1 = population proportion of obese males
.p> = population proportion of obese females
p,= sample proportion of obese males

p,~ sample proportion of obese females

Males Females
np =150 n, =200
X=21 X>=48
g B . X, 48
=t = —— = (), 14 == — = (},24
e T 150 e " 200
The pooled estimate of the common proportion p is:
S A, + X, _ 21+ 48 - 0.197
n+n, 130+200
Hypotheses:
Ho: py=p»
I‘}A:Pl *= P
or
Ho! p1 = p2 =0
Haip1=p2#0
Level of significance: a=0.05
Test Statistic (T.S.):
7= P P1) . (0.14-0.24) S—
JP(‘ =p)  PU=P) 01970803 0.197x0803
n, n, 150 200

Rejection Region (R.R.) of H,:
Critical values:
Ltr= Logps= =1.96
2= Zoyors= 1.96
Critical region:
Reject Hyif: Z2<-196 or Z>1.96

[ King Saud University m Dr. Abduilah Al-Shiha ]
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0.025 0.95

0.025

AR. of Hgy
RE. ..
of Hg Z a2 Zar i'fRF«lO
-1.96 1.96

Decision:

Since Z= -2.328 eR.R., we reject H,: p; = p, and accept
Ha: p1 # po at 0=0.05. Therefore, we conclude that there is a
difference between the proportion of obese males and the
proportion of obese females. Additionally, since, p, =0.14 <
p, =0.24, we may conclude that the proportion of obesity for
females is larger than that for males.
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